Page 4
Draft prETS 300 ???: Month YYYY

3GPP TSG-RAN WG1 Meeting #113	R1-2305715
Incheon, Korea, May 22nd – 26th 2023

Agenda Item:	9.1.2
Source:	Ericsson
Title:	On CSI enhancements for Rel-18 NR MIMO evolution
Document for:	Discussion, Decision
[bookmark: _Ref111130008]1	Introduction
In [1], the Rel-18 work item for NR MIMO evolution was agreed. The following two objectives of the work item concern CSI enhancements:  
1. Study, and if justified, specify CSI reporting enhancement for high/medium UE velocities by exploiting time-domain correlation/Doppler-domain information to assist DL precoding, targeting FR1, as follows:
0. [bookmark: _Hlk101857356]Rel-16/17 Type-II codebook refinement, without modification to the spatial and frequency domain basis
0. UE reporting of time-domain channel properties measured via CSI-RS for tracking
…
4. Study, and if justified, specify enhancements of CSI acquisition for Coherent-JT targeting FR1 and up to 4 TRPs, assuming ideal backhaul and synchronization as well as the same number of antenna ports across TRPs, as follows:
0. Rel-16/17 Type-II codebook refinement for CJT mTRP targeting FDD and its associated CSI reporting, taking into account throughput-overhead trade-off
0. SRS enhancement to manage inter-TRP cross-SRS interference targeting TDD CJT via SRS capacity enhancement and/or interference randomization, with the constraints that 1) without consuming additional resources for SRS; 2) reuse existing SRS comb structure; 3) without new SRS root sequences
0. Note: the maximum number of CSI-RS ports per resource remains the same as in Rel-17, i.e. 32




In this contribution, we discuss our views on TRS based TDCP reporting, CSI enhancement for high/ medium UE velocities, and CSI enhancement for coherent JT.




[bookmark: _Ref178064866]2	TRS-based time-domain channel property reporting 
At RAN1#112bis-e, the following agreements were made.
	Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, 
· At least the following size-Q quantization alphabet is supported:  where 
· TBD: supported value(s) of N (e.g.  or a larger value), Q, s (e.g. ½, ¼, 1/8, …), whether a center threshold is also supported (and if so, higher-layer configured)
· FFS: Whether different schemes can be supported for different use cases

Working Assumption
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, 
· KTRS ≥1 TRS resource set(s) can be configured in the CSI reporting setting when ReportQuantity is ‘tdcp’
· Note: the TRS resource set(s) configured for TDCP report do not impact or impose any new requirements on the UE behavior when processing TRS used as QCL type A/D source for reception of PDxCH.
· No further spec enhancement on TRS is supported 
· [All the TRS resources in the configured resource set(s) share the same RE locations]
· FFS: Whether to add further restrictions on the TRS resource set(s) on, e.g. QCL relationship, power control, RE location, slot offset between TRS resource set(s), relation with resource set used for legacy usage  


Conclusion
For the Rel-18 TRS-based TDCP reporting, there is no consensus on specifying a new priority rule. Therefore, the priority of the CSI report(s) associated with TDCP reporting is the same as CSI report(s) not carrying L1-RSRP or L1-SINR

Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the value of parameter Y for Y>1, the value of Y is gNB-configured via higher-layer (RRC) signalling

Agreement
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, confirm the following working assumption as an agreement with the following change
· KTRS ≥1 TRS resource set(s) can be configured in the CSI reporting setting when ReportQuantity is ‘tdcp’ 
· Note: the TRS resource set(s) configured for TDCP report do not impact or impose any new requirements on the UE behavior when processing TRS used as QCL type A/D source for reception of PDxCH.
· No further spec enhancement on TRS is supported 
· [All the TRS resources in the configured resource set(s) share the same RE locations]
· FFS: Whether to add further restrictions on the TRS resource set(s) on, e.g. QCL relationship, power control, [RE location], slot offset between TRS resource set(s), relation with resource set used for legacy usage  

Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the value of parameter Y, in addition to Y=1, support Y=2, 3, 4
· FFS: Whether Y=7 is also supported 

Conclusion
For the Rel-18 TRS-based TDCP reporting, there is no consensus on specifying a new priority rule. Therefore, the priority of the CSI report(s) associated with TDCP reporting is the same as CSI report(s) not carrying L1-RSRP or L1-SINR

Agreement
For the Rel-18 TRS-based TDCP reporting,
· Support the following D (delay) values: 4 symbols, 1 slot, 2 slots, 3 slots, 4 slots, 5 slots
· Working assumption: Support the following D (delay) values in a separate UE Feature Group: 6 slots, 10 slots
FFS: The value of Dbasic
FFS: Applicability of each D value candidate for different SCS values and/or other parameters (e.g. Y, quantization)

Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, down-select (by RAN1#113) from the following candidates:
· Alt1: N=2Q-1 where Q=5, s={1/5, ¼, 1/3} 
· Alt2: N=2Q where Q=3, s={¼, 1/3, ½, 2/3, ¾} 
· Alt3: N=2Q where Q=4, s={¼, ½, 2/3, ¾} 
· Alt4: N={2Q –1, …, 2Q+1 –1} (i.e., 7-15) where Q=3, s={1/5, ¼, 1/3, 2/5, ½, 3/5, 2/3, ¾, 4/5} 
· Alt4A: N={2Q , 2Q+0.5,…, 2Q+1-0.5} (i.e., 8, 8.5,…,15.5) where Q=3, s={1/5, ¼, 1/3, 2/5, ½, 3/5, 2/3, ¾, 4/5}
Once an alternative is selected, reducing the number of candidate values for s is not precluded. 
Companies can simulate each alternative with and without a configurable center threshold

Agreement
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, at least the following restrictions are supported:
· When all the configured KTRS resource sets are periodic, the UE can assume that all the resource sets share a same QCL-Type-A/C and, if applicable, Type-D source 
· If the joint use of P and AP-TRS resource sets is supported for TDCP measurement and calculation, when one of the KTRS configured resource sets is aperiodic, the UE can assume that the aperiodic resource set is configured with QCL-Type-A and, if applicable, Type-D source with the resources of the one of the (KTRS – 1) periodic TRS resource sets 
· Note: Following the legacy specification, no more than 1 of the KTRS resource sets is aperiodic 
· TBD (RAN1#113): whether the joint use of P and AP-TRS resource sets is supported for TDCP measurement and calculation or not 
· [bookmark: _Hlk133320860]FFS: whether the UE shall assume the same antenna port for the CSI-RS resources in all the resource sets 

Agreement
For the Rel-18 TRS-based TDCP reporting, regarding phase quantization, down-select (by RAN1#113) from the following candidates:
· Alt1. 1-bit (early vs. late) phase indicator 
· Alt2. 3-bit (8-PSK) uniform quantization
· Alt3. 4-bit (16-PSK) uniform quantization (full reuse of Rel-16 eType-II W2 phase quantization)
· Alt4. Adaptive/gNB-configurable phase quantizer e.g. , where
· : legacy (Rel.16) based
· Linear: legacy -PSK 
· Exponential: legacy Rel.16 amplitude,  or 
·  a slope value from  depending on the amplitude ) of the 1st correlation (smallest delay), e.g. the slope decreases towards 0 as  increases towards 1 
· 
· Alt5. A given correlation phase value  is quantized to  based on the following alphabet (where  denotes delay):      
· Alt6. A given correlation phase value  is quantized to  based on the following alphabet (where  denotes delay and p(.) denotes amplitude quantization values used for Rel-16 e-TypeII codebook and ): 
· Mode 1: ,     
· Mode 2:      
· The quantization mode is selected by UE and reported to gNB.
· Alt7. A given correlation phase value  is quantized to  based on the following alphabet: , with , . TBD value(s) of 
The evaluation should consider the impact of delay tracking operation at the UE where the phase difference between two slots can be close to zero.
Note: This proposal doesn’t preclude the UE supporting only smaller delay values (e.g. 4-symbol only) for the phase report (which is already optional)



In the subsections below we address the remaining open issues.
2.1 Largest delay, Dbasic, for basic TDCP feature
To measure the correlation delay over a reasonably large delay D is important in order for the channel variation to be large compared to  noise and interference and thus to achieve good accuracy for the estimate. However, according to UE and chipset manufacturers storing RX data longer than what is needed for D=2slots gives a considerable increase in UE complexity. It therefore makes sense to have a basic feature group with Dbasic = 28 symbols or equivalently 2slots.
[bookmark: _Toc135020910]Support Dbasic = 28 symbols or equivalently 2 slots
2.2 Support of 6 slots and 10 slots correlation delay D in a separate UE Feature Group
At RAN1#112bis-e a working assumption was made to support 6 slots and 10 slots correlation delay D in a separate UE Feature Group. These delays are needed to support some important scenarios that are discussed here.
The TRS used for TDCP can be configured in many different ways.
One alternative is to configure the TRS so that the TRS resource elements collide with PDSCH resource elements in other cells. In this case the SINR will be the same for the TRS as for PDSCH. 
Another alternative commonly used in real networks, is to configure the TRS so that the TRS resource elements collide with the TRS resource elements in other cells. In this case the SINR will not be the same for data (PDSCH). In fact the SINR of the TRS can be very low even if the SINR of PDSCH is high.
Below we investigate TDCP based switching between CSI type-I and CSI type-II for these two scenarios.
For the scenario where TRS is colliding with PDSCH we see that a 6 slots delay is needed for low SNR while a 3 slots delay is sufficient for medium and high SNR.
For the scenario where TRS is colliding with TRS we see that a 10 slots delay is needed in order to beat noise. 
Based on these results we propose that the working assumption to support 6 slots and 10 slots correlation delay D in a separate UE Feature Group is confirmed.
[bookmark: _Toc135020911]Confirm the working assumption to support 6 slots and 10 slots correlation delay D in a separate UE Feature Group.
2.2.1 TRS colliding with PDSCH
[bookmark: _Hlk130362238]In this scenario the SINR of the TRS is the same as the SINR of the PDSCH.
In Figure 1 to Figure 4 we show the performance of for CSI type I/type II switching based on the channel correlation for correlation delays of 1, 2, 3, 4, 5 and 6 slots, for different SNR. Generally at all SNRs we see that 1 slot and 2 slot delay result in bad switching performance.
At medium SNR (Figure 2) and high SNR (Figure 1) we see that the performance for 3 to 6 slot delay is similar.
At low SNR (Figure 3 and Figure 4) we see that 6 slots, or equivalently 6*14=84 symbols, gives the best performance.
[bookmark: _Toc135020903]For case with TRS colliding with PDSCH, a delay of 84 symbols gives the best performance at low SNRs.
[bookmark: _Toc135020904]For case with TRS colliding with PDSCH, a delay of 36 symbols gives good performance at medium to high SNRs.
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[bookmark: _Ref129940502]Figure 1 Performance for CSI type I/type II switching based on the channel correlation for different correlation delays at 22dB SNR.
[image: ]

[bookmark: _Ref129940756]Figure 2 Performance for CSI type I/type II switching based on the channel correlation for different correlation delays at 10dB SNR.
[image: ]
[bookmark: _Ref129940908]Figure 3 Performance for CSI type I/type II switching based on the channel correlation for different correlation delays at 2dB SNR.
[image: ]
[bookmark: _Ref129940512]Figure 4 Performance for CSI type I/type II switching based on the channel correlation for different correlation delays at 2dB SNR, zoomed in at low UE speeds
2.2.2 TRS colliding with TRS
In this scenario the SINR of the TRS isn’t the same as the SINR of the PDSCH. In fact, since the TRS is transmitted continuously, the TRS SINR is independent of the PDSCH SINR. The TRS SINR depends on the location in the cell but not on the load of the cells. Along a cell border towards a neighbour cell the TRS’s from the two cells have the same strength and the TRS SINR is ~0dB. In a cell corner there can be four equally strong TRSs from four different cells/sectors, resulting in a SINR as low as -6dB.
In the figures below we show the switching performance for a PDSCH SNR of 10dB and a TRS SNR of 2dB (Figure 5), -2dB (Figure 6) and -6dB (Figure 7) for different correlation delays. We note that for a TRS SNR of 2dB a correlation delay of 5slots is needed to get good switching performance, while 10 slots is needed to get good switching performance at a TRS SNR of -2dB as well as at -6dB.
[bookmark: _Toc135020905]For case with TRS colliding with TRS, a delay of 140 symbols is needed for good switching performance.
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[bookmark: _Ref130363043]Figure 5 Throughput performance for TDCP based switching between CSI type I and type II for 10dB PDSCH SNR and 2dB TRS SNR.
[image: ]
[bookmark: _Ref130363045]Figure 6 Throughput performance for TDCP based switching between CSI type I and type II for 10dB PDSCH SNR and -2dB TRS SNR.

[image: ]
[bookmark: _Ref130363048]Figure 7 Throughput performance for TDCP based switching between CSI type I and type II for 10dB PDSCH SNR and -6dB TRS SNR.

2.3 Correlation amplitude reporting quantization
At RAN1#112bis-e the following agreements were made regarding TDCP amplitude quantization.
-----------------------------------------------------------------------------------------------------------------------------------
Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, 
· At least the following size-Q quantization alphabet is supported:  where 
· TBD: supported value(s) of N (e.g.  or a larger value), Q, s (e.g. ½, ¼, 1/8, …), whether a center threshold is also supported (and if so, higher-layer configured)
· FFS: Whether different schemes can be supported for different use cases

Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, down-select (by RAN1#113) from the following candidates:
· Alt1: N=2Q-1 where Q=5, s={1/5, ¼, 1/3} 
· Alt2: N=2Q where Q=3, s={¼, 1/3, ½, 2/3, ¾} 
· Alt3: N=2Q where Q=4, s={¼, ½, 2/3, ¾} 
· Alt4: N={2Q –1, …, 2Q+1 –1} (i.e., 7-15) where Q=3, s={1/5, ¼, 1/3, 2/5, ½, 3/5, 2/3, ¾, 4/5} 
· Alt4A: N={2Q , 2Q+0.5,…, 2Q+1-0.5} (i.e., 8, 8.5,…,15.5) where Q=3, s={1/5, ¼, 1/3, 2/5, ½, 3/5, 2/3, ¾, 4/5}
Once an alternative is selected, reducing the number of candidate values for s is not precluded. 
Companies can simulate each alternative with and without a configurable center threshold
-----------------------------------------------------------------------------------------------------------------------------------
The structure of the quantization levels
, for  
is designed so that the granularity gets finer when the correlation gets closer to one. It’s easily seen that

The granularity  is proportional to  and the constant of proportionality is equal to , and thus the granularity of the quantization schemes depends only on the parameter s and not on the parameters N or Q.
The lowest quantization level is given as

One may note that for  the lowest level is equal to zero.
The highest quantization level is

The range of quantization levels

thus depends on all three parameters N, s and Q.
For a switching use-case to work the threshold value has to be within the range of the quantization scheme. If this isn’t the case all quantization levels are on the same side of the threshold and the same switching mode will always be selected. The first criteria for selecting quantization scheme should therefore be to ensure that the threshold is within the quantization range. This is evaluated in section 2.3.1.
Once, it’s been ensured that the range is ok, one needs to select a quantization scheme with sufficiently fine granularity, i.e. small enough parameter s, to achieve good performance. This is evaluated in section 2.3.2.
2.3.1 Quantization range
TDCP based switching between two modes, such as e.g. between CSI Type I and CSI type II, doesn’t work at all if the threshold used isn’t within the range of the quantization scheme. If the threshold is out of range the same mode will always be selected and no switching will occur. The thresholds used for mode switching therefore lead to requirements on the range of the quantization schemes. The requirements on the quantization range coming from a single use case are however extremely relaxed. In reality we want to use the reported time correlation estimate for multiple purposes, e.g.
· Switching between CSI Type I and CSI Type II
· Switching between reciprocity based precoding and CSI based precoding
· Switching between different SRS periodicities
· Switching between different CSI RS and/or CSI reporting periodicities
· Switching between different number of additional DMRS symbols
Different use cases require the switching to occur at different levels of channel variability (i.e., for different UE speeds), requiring different threshold levels. Thus, we need to select the range so that it can be used for multiple use cases, most of which we haven’t simulated and maybe also some that we haven’t even thought of. That said we should of course learn as much as we can from the simulations we have performed and from the requirements they put on the quantization schemes. In Table 1 we give the thresholds used as based on simulation results in Figure 8 and Figure 24.
[bookmark: _Ref134840625]Table 1 Correlation thresholds for switching between CSI Type I and CSI Type II as well as for switching between 10 slot and 20 slot CSI periodicity, for different correlation delays.
	Delay [nr of slots]
	1
	2
	3
	4
	5
	6
	8
	10

	CSI Type I/II switching Threshold
	0.995
	0.993
	0.992
	0.99
	0.984
	0.98
	0.97
	0.95

	CSI 10/20 slot periodicity switching Threshold
	
	0.9985
	
	
	0.994
	
	
	




[image: ]
[bookmark: _Ref134840555]Figure 8 Performance of CSI Type I – Type II switching based on different correlation delays.

We look first at the quantization schemes Alt 1, Alt 2 and Alt 3. In Table 2, we show the impact of the range requirements coming from the thresholds in Table 1 as based on our simulations of CSI Type I – Type II switching as well as for switching between 10slot and 20slot CSI periodicity. The only schemes that fulfill all range requirements are
· Alt 1 with s=1/3
· Alt 3 with s=2/3
· Alt 3 with s=4/3

[bookmark: _Ref134822043]Table 2 Range requirements on the quantization schemes Alt 1, Alt 2 and Alt 3 coming from the use-cases of switching between CSI Type I and CSI Type II as well as switching between CSI periodicity of 10 slots and 20 slots. ‘Ok’ means that the threshold is within range. It doesn’t necessarily mean that switching performance is good. That depends on the s parameter. ‘Type I’ means that Type I is always selected and thus that no switching can occur. ’10 slot period’ means that 10 slot periodicity is always selected and thus that no switching can occur.
[image: ]
We now study the range requirements for Alt 4 and Alt 4A. Here both N and s are free parameters so there is one new dimension to handle. This means that we need one table for each combination of use-case and correlation lag, of the type shown in Table 3. This is too much to include here. In Table 4 and Table 5 we show instead the combined impact of all evaluated combinations of use-cases and correlation lags, i.e. from the use-cases of switching between CSI Type I and CSI Type II based on 1, 2, 3, 4, 5, 6 and 10 slot correlation delay as well as switching between CSI periodicity of 10 slots and 20 slots based on 2 and 5 slots correlation delays. The only quantization schemes supporting all use-cases and correlation lags are
· Alt 4 with N=12 and s=4/5
· Alt 4A with N=12 and s=4/5

[bookmark: _Ref134822583]Table 3 Range requirement on the quantization schemes Alt 4A coming from the single use-case of switching between CSI Type I and CSI Type II based on a 5 slot correlation lag. ‘Ok’ means that the threshold is within range. It doesn’t necessarily means that switching performance is good. That depends on the s parameter. ‘Type I’ means that Type I is always selected and thus that no switching can occur. ‘Type II’ means that Type II is always selected and thus that no switching can occur. Note that this requirement needs to be combined with range requirement for other correlation lags as well as for other use-cases like CSI periodicity switching.
[image: ]

[bookmark: _Ref134823109]Table 4 Range requirements on the quantization schemes Alt 4A coming from the use-cases of switching between CSI Type I and CSI Type II based on 1, 2, 3, 4, 5, 6 and 10 slot correlation lag as well as switching between CSI periodicity of 10slots and 20 slots based on 2 and 5 slots correlation lag. ‘Ok’ means that the threshold is within range for all lags and use-cases evaluated.
[image: ]

[bookmark: _Ref134822967]Table 5 Range requirements on the quantization schemes Alt 4 coming from the use-cases of switching between CSI Type I and CSI Type II based on 1, 2, 3, 4, 5, 6 and 10 slot correlation lag as well as switching between CSI periodicity of 10slots and 20 slots based on 2 and 5 slots correlation lag. ‘Ok’ means that the threshold is within range for all lags and use-cases evaluated.
[image: ]



2.3.2 Quantization granularity (parameter s)
In the subsections below we will evaluate granularity in three different ways, based on (1) throughput, (2) threshold sensitivity and (3) accuracy of the time correlation estimate.
The first two evaluations are based on the CSI Type I – Type II switching use case. These two evaluations indicate that s=1/2 is sufficient for this use case.
The third evaluation is based on the accuracy of the time correlation estimate and is thus use case independent.  It indicates that a finer granularity might benefit other use cases. To be on the safe side one could therefore go for s=1/3 or s=1/4. This would ensure that the performance degradation due to quantization is smaller than the performance degradation due to the limited accuracy of the correlation estimate, even at high SNR.
Obviously, a finer granularity, i.e. a lower s, requires a larger number of quantization levels to cover the same range of correlation values. In fact, the number of levels needed to cover a certain range of correlation values is inversely proportional to s.
A quantization scheme based on s=1/4, thus requires twice as many quantization levels as a quantization scheme based on s=1/2 to cover the same range of correlation values. A doubling of the number of quantization levels requires one extra bit. A quantization scheme based on s=1/4, thus requires one more bit than a quantization scheme based on s=1/2 to cover the same range of correlation values. Similarly, a quantization scheme based on s=1/8, requires two more bits than a quantization scheme based on s=1/2 to cover the same range of correlation values.
Clearly, we need to balance the gains coming from a finer granularity with the increased number of bits required for the quantization scheme.
We are open to consider any of the values s=1/2, s=1/3 or s=1/4.
[bookmark: _Toc135020912]For TDCP amplitude quantization, consider values of s=1/2, s=1/3 and s=1/4 for further down selection. 
2.3.2.1 Throughput based evaluation of Quantization granularity (s)
The performance of a threshold-based mode switching method depends only on the granularity parameter s as long as the range of quantization levels include at least one quantization level above the threshold and one quantization level below the threshold. In the simulations in Figure 9 below we have selected the range (by adjusting Q, N) so that this is true. One may note that if all quantization levels are on the same side of the threshold, then there will be no mode switching at all, and performance will be the same as for the single selected mode.
In the simulations in Figure 9 we see the performance for the quantization schemes for s equal to ¼, 1/3, ½ 2/3 and ¾ for a correlation delay of 1 slot, 2 slots and 5 slots. We see that higher granularity (i.e., smaller s) generally gives better performance. For 1 slot and 2 slots the quantization loss for s=2/3 and s=4/3 is roughly 4Mbps and the quantization loss for s=1/2 is roughly 2Mbps while the quantization loss for s=1/4 and s=1/3 is less than 1Mbps. For 5 slots correlation delay the quantization losses are a bit smaller (roughly half as big as for 1 slot and 2 slots) but the pattern is the same.
These quantization losses should be weighed against the difference in signaling load due to the different number of bits used for the different quantization schemes. TDCP is a semi static channel characteristic which need not be reported very frequently. If TDCP is reported once every 100ms then a 1bit difference between quantization schemes corresponds to a difference in signaling load of 10bits per second. Clearly this is negligible compared to the differences seen in quantization losses. Note that even if TDCP is reported once every 10ms which is the highest allowed TRS periodicity, then a 1bit difference between quantization schemes corresponds to a signaling load of 100bits per second which is still negligible compared to differences seen in quantization losses.
We conclude that we should select a quantization scheme with s smaller than ½, i.e. s=1/4 or s=1/3 even if that comes with a cost of one or two extra bits.
[image: ][image: ][image: ][image: ][image: ][image: ]
[bookmark: _Ref134843472]Figure 9 Throughput for CSI Type I – Type II switching for different quantization granularity s
In the throughput results in Figure 9 there are some deviations from the pattern described above with performance improving for smaller s values. For 1 slot correlation delay s=3/4 performs extremely well and for 2 slot correlation delay s=2/3 performs extremely well. This is due to ‘luck’ as to how the quantization levels happen to fall relative to the TDCP threshold.  If the threshold is exactly in the middle between the two closest quantization levels, as illustrated in Figure 10, the performance of the quantization scheme will be identical to the performance without quantization. As a consequence, perfect performance can be achieved with just two levels in which case the single bit will say if the time correlation is above or below the threshold. 
[image: ]
[bookmark: _Ref131520072]Figure 10 Illustration of the quantization level immediately below and above the threshold used for mode switching. If D1=D2, mode switching based on the quantization scheme will perform as the ideal case without quantization. 
In reality this will, however, not work since we don’t know what thresholds will be used.
· The threshold may be different in reality from what has been simulated.
· The threshold depends on what time correlation delay is used. Different time correlation delays may be needed e.g. due to:
· Different TDD frame structures
· To avoid collisions with other reference signals
· The reported time correlation will be used for multiple use cases, requiring different thresholds (i.e. different switching points in terms of channel variability / UE velocity):
· Switching between CSI Type I and CSI Type II
· Switching between reciprocity based precoding and CSI based precoding
· Switching between different SRS periodicities
· Switching between different CSI RS and/or CSI reporting periodicities
· Switching between different number of additional DMRS symbols
In Figure 9 above we evaluated the performance for three different correlation delays, making it unlikely that the performance seen is just due to luck. It’s unlikely that a quantization scheme will perform well by luck for all three correlation delays. Thus, s=3/4 performs well by luck for 1 slot but not for 2 slots or 5 slots, while s=2/3 performs well by luck for 2 slots but not for 1 slot and 5 slots. However, to really ensure that we select the correct granularity it’s useful to also evaluate granularity based on threshold sensitivity and the accuracy of the time correlation estimate as in the following two subsections. 
2.3.2.2 Threshold sensitivity based evaluation of Quantization granularity (s)
In Figure 11 we show how sensitive performance is to a change in the threshold. This can be used to understand what quantization granularity is needed since the granularity limits how accurately we can set the threshold.
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[bookmark: _Ref131527326]Figure 11 Threshold sensitivity evaluation.
The optimal threshold in Figure 11 is ~0.9942. From the figure we can see that to ensure that the loss is smaller than 1Mbps compared to the optimal threshold, the threshold needs to be larger than 0.9934 and smaller than 0.995.
0.9934 < Threshold < 0.995
When we quantize, the effective threshold will shift to the middle between the closest quantization levels on each side of the nominal threshold. To ensure that the effective threshold is within the above range, we therefore need to ensure that at least one quantization level falls within the range. Thus, if in the worst case one quantization level  fall on the upper limit  (i.e., =0.995) of the range, the next level  needs to fall within the range (i.e., <0.9934)
Since

we have

and

this (i.e., =0.995 and <0.9934) can be turned into a requirement on s as
0.3

2.3.2.3 Correlation estimation accuracy based evaluation of Quantization granularity (s) 
In the subsections above we only looked at a three different correlation delays. We also limited ourselves to one single use case. One might therefore question if the analysis will ensure good performance also for other correlation delays, thresholds and use cases. Here we address the quantization granularity issue in a use case independent way based on the achievable accuracy for the time correlation estimate. To make the quantization granularity much smaller than the accuracy of the time correlation estimate will clearly not give a gain for any use case, since the accuracy will then limit performance rather than the quantization granularity.
From Figure 12 we see that the quota of the standard deviation of the autocorrelation estimate to one minus the autocorrelation for high SNR, is roughly constant and roughly equal to 0.4. 
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[bookmark: _Ref131528533]Figure 12 The standard deviation of the channel autocorrelation estimate increase quadratically with the autocorrelation lag (see error bars in the upper left figure or the curve in the upper right figure). The autocorrelation itself decrease quadratically with the autocorrelation lag, starting from one at zero lag (see upper left figure). The quota of the standard deviation of the autocorrelation estimate to one minus the autocorrelation, thus remains roughly constant (see figure to the lower left).

Using the formulas for the quantization levels we find that 

i.e. the correlation quantization granularity divided by one minus the correlation is constant and equal to 
For   we get , i.e the granularity is of roughly the same size as the standard deviation of the correlation estimate. Thus, for   the quantization and the limited estimation accuracy at high SNR would contribute roughly equally to performance degradation. To ensure that estimation accuracy is always limiting rather than quantization, one should select s a bit lower, e.g.  or  (see Table 6).

[bookmark: _Ref131532729]Table 6 The quota of the correlation quantization granularity to one minus the correlation for different values of s.
	s
	 1/5
	 1/4
	 1/3
	 2/5
	 1/2
	 3/5
	 2/3
	 3/4
	 4/5

	
	0,15
	0,19
	0,26
	0,32
	0,41
	0,52
	0,59
	0,68
	0,74






2.3.4 Conclusions on selection of quantization scheme
From the range analysis we have seen that only the following schemes support switching for the studied use cases and correlation delays
· Alt 1 with s=1/3
· Alt 3 with s=2/3
· Alt 3 with s=4/3
· Alt 4 with N=12 and s=4/5
· Alt 4A with N=12 and s=4/5

From the analysis of quantization granularity and throughput performance we have seen that s should be selected smaller than ½. This should be done even at the cost of one or two extra quantization bits since the extra signalling overhead is negligible compared to the gain.
This, in fact leaves us only with one scheme. We therefore propose that Alt 1 with s=1/3 and Q=5bits is selected.
[bookmark: _Toc135020913]For TDCP amplitude quantization, select the quantization scheme Alt 1 with s=1/3, Q=5bits,  
In principle one could also consider a gNB configurable quantization scheme, by allowing the gNB to configure one or more of the parameters N, q and s. However, we think this is far too complicated. It’s then better to use one or two extra bits to have a simple future proof scheme which doesn’t require configuration. The TDCP report will not be sent very frequently, so 5bits isn’t much. The small gain in signalling overhead can’t motivate the complexity and spec impact of gNB configuration. 
2.4 Correlation phase reporting quantization
As can be seen in Figure 13 the accuracy of correlation phase estimation becomes worse when the phase grows. As a consequence, one should select a quantization scheme that becomes more granular for phases close to zero, i.e. one of the non-linear quantization schemes.
[image: ]
[bookmark: _Ref134850582]Figure 13 The Correlation phase estimate with error bars.
Here we will compare the following phase quantization schemes
·      
· For Q=3 or Q=4 and s=1 or s=1/2
· 3bit linear (8PSK)
· 4bit linear (16PSK)

In Figure 14 and Figure 15 the RMS error of the different phase quantization schemes is shown. As expected the linear quantization schemes perform badly. The non-linear quantization scheme with Q=4 and s=1/2 performs best, giving performance very close to the ideal non-quantized case. However, the non-linear quantization scheme with Q=3 and s=1 performs almost as well. Since that scheme use one bit less we propose that it’s selected.
[bookmark: _Toc135020914]Select the non-linear phase quantization scheme  with Q=3 and s=1.  

[image: ]
[bookmark: _Ref134850941]Figure 14 RMS error for different phase quantization schemes for CDL-A with a UE speed of 6km/h.

[image: ]
[bookmark: _Ref134850943]Figure 15 RMS error for different phase quantization schemes for CDL-A with a UE speed of 10km/h.


2.6 TRS burst configuration

In current NR specifications, the minimum supported periodicity of TRS is 10ms.  However, for TDCP measurements, autocorrelation may need to be computed for delay values much smaller than 10ms (e.g., for the simulations presented in our paper, we used delay value of 5 slots between first TRS burst and 2nd TRS burst).  One option is to reduce the periodicity of TRS to a value much smaller than 10ms.  This will increase the TRS overhead and is not a suitable solution as TDCP measurements may not be triggered very frequently.  
For the purpose of TDCP measurement, it may be sufficient to support a TRS configuration similar to what is illustrated in Figure 16.  In the figure, the first TRS burst (denoted as TRS 1) has a shorter periodicity than the second TRS burst (denoted as TRS 2).  As TRS reporting is infrequent compared to CSI reporting, the gNB can trigger a TRS report around the slots where both TRS1 and TRS2 are available.  With regards to how to configure TRS1 and TRS2, one possibility is to configure these as different resources within a single CSI-RS resource set.  Such configuration details can be discussed later once the reporting quantity for TDCP reporting is agreed.

[image: ]
[bookmark: _Ref127487842]Figure 16.  Example configuration of two TRS bursts for TDCP measurements (first TRS burst is denoted as TRS1, and second TRS burst is denoted as TRS2).


2.7 Averaging over time to improve performance for low bandwidths or low correlation delays
For 100MHz bandwidth, we have seen above that averaging over subcarriers is sufficient to estimate the time correlation as long as the time correlation delay is sufficiently large. For smaller bandwidths or for small time correlation delays averaging over subcarriers can be complemented by averaging over time, i.e. over multiple measurement occasions. In Figure 17  , we show the performance of time correlation based switching between CSI Type I and CSI type II for 20MHz bandwidth without averaging over time and with averaging over ten consecutive measurement occasions. In Figure 17  we show the performance of time correlation based switching between CSI Type I and CSI type II for 100MHz bandwidth for small correlation delays, without averaging over time and with averaging over ten consecutive measurement occasions. In both cases we see that there is a significant improvement in performance when averaging over time is done. We therefore propose that averaging/filtering of the time correlation measurement over multiple measurement occasions is supported. 
[bookmark: _Toc135020915]Support UE averaging/filtering of the time correlation measurement over multiple measurement occasions in time.
[image: ]
[bookmark: _Ref127365442]Figure 17  10Impact of time averaging on the performance of time correlation based switching between CSI Type I and CSI type II for 20MHz bandwidth
[bookmark: _Toc111218149][bookmark: _Toc111219836][image: ]
[bookmark: _Ref131687896]Figure 18 Impact of time averaging on the performance of time correlation based switching between CSI Type I and CSI type II for 100MHz bandwidth for small correlation delays.

2.8  CPUs for TDCP
As for the number of CPUs occupied for TDCP, it can be given by 

where  is the configured number of correlation delays for which the UE reports normalized wideband amplitude, and optionally the phase.   is the number of CPUs required for each of the  normalized wideband autocorrelation based TDCP computations.  It can be further discussed whether  is fixed in specifications or is a UE capability. 
[bookmark: _Toc135020916]Number of CPUs for TDCP is defined as OCPU = XTDCP Y, where XTDCP is the number of CPUs required for each of the Y normalized wideband autocorrelation based TDCP computations. 


2.9 Definition of TDCP measurements
To define the TDCP measurements in 38.215 one could either use the formula or one could try to formulate it in words. Using the formula, the correlation amplitude could be defined as
----------------------------- Definition of CSI normalized channel correlation amplitude -----------------------------
CSI normalized channel correlation amplitude (CSI-NCCA) over the correlation delay t defined by higher layer signalling is defined as

where  is the channel for subcarrier n and the sum is over all subcarriers carrying the CSI reference signals.
-----------------------------------------------------------------------------------------------------------------------------------------
and the correlation phase could be defined as
--------------------------------------- Definition of CSI channel correlation phase ---------------------------------------
CSI channel correlation amplitude (CSI-NCCA) over the correlation delay t defined by higher layer signalling is defined as

where  is the channel for subcarrier n and the sum is over all subcarriers carrying the CSI reference signals.
----------------------------------------------------------------------------------------------------------------------------------------
Alternatively, the correlation amplitude could be defined in words as
----------------------------- Definition of CSI normalized channel correlation amplitude -----------------------------
CSI normalized channel correlation amplitude (CSI-NCCA) over the correlation delay defined by higher layer signalling is defined as the absolute value of the linear average of the complex channel correlation over the correlation delay defined by higher layer signalling divided by the average of the complex channel correlation over zero correlation delay. Averaging is performed over the resource elements carrying the CSI reference signals.
-----------------------------------------------------------------------------------------------------------------------------------------
and the correlation phase could be defined as 
--------------------------------------- Definition of CSI channel correlation phase ---------------------------------------
CSI channel correlation phase (CSI-CCP) over the correlation delay defined by higher layer signalling is defined as the complex phase in radians between - and  of the linear average of the complex channel correlation over the correlation delay defined by higher layer signalling. Averaging is performed over the resource elements carrying the CSI reference signals.
----------------------------------------------------------------------------------------------------------------------------------------


[bookmark: _Toc131749270][bookmark: _Toc131749313][bookmark: _Ref189046994]4	Type II Codebook Refinement for CJT 
In this section, we discuss our views on some remaining issues related to Type II codebook refinement for CJT. 

4.1 Mode 1 layer-common FD basis selection offset reporting
For mode 1 codebook structure, the following agreements were reached in the last RAN1 meeting.  
Agreement
On the Type-II codebook refinement for CJT mTRP, for mode-1, support the use of per-CSI-RS-resource FD basis selection offset (relative to a reference CSI-RS resource) for independent FD basis selection across N CSI-RS resources, i.e. (example formulation)  where: 
·  is commonly selected across N CSI-RS resources
·  is the layer-common FD basis selection offset for CSI-RS resource n relative to a layer-common reference CSI-RS resource  with  
· Therefore, (N – 1) FD basis selection offset values  are reported
· Basic feature: 
· Optional feature: 
· FFS: UCI design details, details on 

Agreement
On the Type-II codebook refinement for CJT mTRP, for mode-1, the layer-common reference CSI-RS resource  is fixed to the first of the N selected CSI-RS resource(s)
· FFS: Whether more refined definition is needed for “the first”, e.g. related to the ordering of CSI-RS resources in the resource set, depending on RAN2 outcome

One open issue is on where to report the layer-common FD basis selection offset  for CSI-RS resource n.  Since the selection of CSI-RS resources is indicated in CSI part 1, the FD basis selection offset  needs to be reported in Part 2 CSI.  Since  is layer common, it makes sense to report  in Group 0 Part 2 CSI.  Hence, we propose the following:    
[bookmark: _Toc135020917]For mode 1 CJT CSI,   is reported in Group 0 of Part 2 CSI.



4.2 Bitmap Overhead Reduction 

On bitmap and NNZC reporting, the following agreement was reached in RAN1#111 meeting.

Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the bitmap(s) for indicating the locations of NZCs, reuse the legacy design. This implies that the size of the bitmap for selected CSI-RS resource n (Bn) is,  
· FFS: additional mechanism to reduce bitmap overhead for larger N values, e.g. including via Parameter Combination.

In Rel-16 Type II codebook, the total number of non-zero coefficients (NNZC), , across all layers is reported in Part 1 CSI, which is used by the gNB to derive the payload size of Part 2 CSI. The actual locations of NZCs for each transmission layer, is identified by a layer specific NZC bitmap. For CJT CSI, a NZC bitmap will also be reported per layer and per TRP.  
Note that reporting of NZC bitmap is a main contributor to the overhead, only second to reporting of the actual quantized NZCs (assuming most NZC are reported). When a bitmap associated to a layer and a TRP has all zero elements, large feedback overhead can be saved if the bitmap is not reported. As shown later below, the probability is high for a per layer per TRP NZC bitmap with all zero elements.  Therefore, a mechanism for indicating a bitmap with all zero elements without reporting the bitmap itself seem to be desirable. 
One possible way is to report the number of non-zero (or all-zero) bitmaps in Part 1 CSI. Maximum 4bits would be needed for N=4 and v=4.  In Part 2, the actual reported bitmaps (non-zero bitmaps) can be indicated with  bits, i.e., 16bits for N=4 and v=4.  
With a few bits increase in Part 1 payload, large overhead saving in Part 2 could be achieved.  Table 7 shows the overhead savings under various type II parameter combinations. The potential overhead saving is multiples of . Therefore, the net overall overhead saving can be large.
[bookmark: _Toc135020906]Large overhead saving could be achieved with not reporting bitmaps containing all zeros in CJT CSI.
[bookmark: _Ref115448216]Table 7: Potential savings with not reporting bitmaps with all zeros
	Parameters
	Overhead (OH)

	
	 OH increase in Part 1
	OH saving in Part 2 when m bitmaps with all zeros (  )

	(4, 4, 0.5, 4, 1)
	2
	32m-4

	(4, 4, 0.5, 4, 2)
	3
	32m-8

	(4, 7, 0.5, 4, 1)
	2
	56m-4

	(4, 7, 0.5, 4, 2)
	3
	56m-8



To see how often an all zero bitmap can happen, we studied the distribution of the sum power of  (the matrix containing the coefficients) associated with each TRP in a UMa scenario with 3 co-located TRPs with . The results are shown in Figure 19, where the  sum power for each TRP is normalized by the  power associated with the strongest TRP. Essentially, the smaller the normalized value is, the more zeros the corresponding  contains, and the more zeros the corresponding bitmap contains. is added as a reference but the maximum total number NZC is still imposed according to . As can be seen, a significant portion of s is extremely weak for TRPs other than the strongest TRP: at least 90% of  for the weakest TRP and 45% of  for the second weakest TRP contain almost all zeros. 

[image: ]
[bookmark: _Ref118577763]Figure 19 C.D.F of powers of  associated with the weaker TRPs.
In some cases, a TRP is not selected at all. In other cases, it may happen that a TRP is used only for transmitting a subset of layers. The empirical probability of this happening is shown in Table 8. For and , the probability is about 30% and 50%, respectively. With  this probability may become even higher. Take  as an example, what this probability means is that, for rank>1 transmission, about 50% of the time, at least 1 layer does not use all the configured TRPs according to the calculated , hence it will end up with reporting only zero bitmaps for those TRPs. 
[bookmark: _Ref118579700]Table 8 Empirical probability of a TRP being used for a subset of layers.
	
	
	
	

	
	32%
	54%
	66%

	
	30%
	47%
	61%



[bookmark: _Toc135020918] For CJT, consider indicating the number of all-zero bitmaps in Part 1.


4.3 CBSR for CJT
On codebook subset restriction for CJT, the following agreement was reached in the last RAN1 meeting:

Agreement
On the Type-II codebook refinement for CJT mTRP, regarding CBSR, amplitude restriction is CSI-RS-resource-specific.
· FFS: Whether CBSR is always configured for each CSI-RS resource or not 

Agreement
On the Type-II codebook refinement for CJT mTRP, regarding CBSR, one of the NTRP configured CSI-RS resources must be configured with CBSR, while the remaining (NTRP –1) configured CSI-RS resources can be optionally configured with CBSR
· Note: if CBSR of one particular resource is absent, it means no restriction for SD basis selection for the resource.

Conclusion 
On the Type-II codebook refinement for CJT mTRP, regarding CBSR for NTRP>1, there is no consensus in supporting the additional optional soft amplitude restriction. Therefore, only hard amplitude restriction (per CSI-RS resource, based on the legacy design) is supported. 

Conclusion
On the Type-II codebook refinement for CJT mTRP, regarding CBSR for NTRP=1, there is no consensus in supporting the additional optional soft amplitude restriction. Therefore, only hard amplitude restriction (per CSI-RS resource, based on the legacy design) is supported.
For per TRP CBSR agreed for CJT,  a bit string  may be used to configure CBSR for the nth TRP, where  contains  bits and is used to indicate 4 selected beam groups out of  beam groups associated to the nth TRP or CSI-RS resource. In legacy CBSR with soft amplitude beam restriction,    would contain  bits or  bit pairs  where the ith pair, ,  is associated to the ith beam within the kth selected beam group of the nth TRP and  is used to indicate one of the amplitude restrictions (i.e., 0,  for the ith beam, where  ,  and , , and .  
However, since only hard amplitude beam restriction is supported for CJT CBSR,  one bit  is enough to indicate whether a beam is restricted (i.e., ) or not restricted (i.e., . Therefore, for each CSI-RS resource,    bits are needed for , i.e., , where ) is used to indicates whether the ith beam is prohibited or not.  This reduces the RRC signaling overhead for  by half. Therefore, we have the following proposal
[bookmark: _Toc135020919]For CBSR  for CJT, one bit is used for each restricted beam. 
4.4 PDSCH to CSI-RS EPRE ratio 
In the last RAN1 meeting, the following agreement was made on defining EPRE ratio between PDSCH and each CSI-RS resource configured for CJT
Agreement
For the Rel-18 Type-II codebook refinement for CJT mTRP, regarding CSI calculation and measurement, 
· For the configured NTRP CSI-RS resources comprising the CMR, the restriction specified for Rel-17 NCJT CSI is fully reused, i.e. the configured NTRP CSI-RS resources are located either in the same slot or two consecutive slots
· On PDSCH EPRE assumption for CQI calculation, down-select between the two alternatives: 
· Alt1. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows the configured powerControlOffset value associated with its respective CSI-RS resource
· Alt2. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows a commonly configured powerControlOffset value for all the N selected CSI-RS resources
· Alt3. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows a commonly configured powerControlOffset value defined as averagePDSCH-to-averageCSIRS EPRE ratio, where averagePDSCH and averageCSIRS are average power across for all the N selected CSI-RS resources 
· Alt4. The UE can assume that the PDSCH EPRE divided by N for a given CSI-RS port follows a commonly configured powerControlOffset value for all the N selected CSI-RS resources
· Alt 5: The UE can assume that the PDSCH EPRE for a given CSI-RS port follows the powerControlOffset value for one of the configured NTRP CSI-RS resources
· Note: In legacy specification, different CSI-RS resources can be configured with different powerControlOffset values 
· Decide, in RAN1#113, whether an ordering of CSI-RS port indices (e.g. according to the CSI-RS resource ID in TS38.331) for CSI calculation needs to be specified or not
Note: The total number of CSI-RS ports summed across N selected (out of the configured NTRP) CSI-RS resources will be used in the TS38.214 equation for CSI calculation 
For each CSI-RS resource, its transmit power is determined based on the associated SSB transmit power and a configured power offset with respect to the SSB.  A relative power offset is then configured between PDSCH and CSI-RS.      Error! Reference source not found. shows an example with two TRPs, where CSI-RS has the same transmit power as the associated SSH in each TRP.  and  are the legacy PDSCH to CSI-RS EPRE ratios for CSI-RS resource #1 and CSI-RS resource #2, respectively. For CJT CSI feedback, either the legacy EPRE ratio definition is reused (Option 1 to be discussed below) or a new EPRE ratio definition, and  in Error! Reference source not found.,   with respect to the total PDSCH EPRE over all configured TRPs is used (Option 2 to be discussed below).   

CSI-RS
TRP1
TRP2
P1
P2
UE
CSI-RS #1
CSI-RS#2
PL1
PL2
SSB#1
SSB#2
CSI-RS
PDSCH
CSI-RS
PDSCH


Total PDSCH 


CJT
CSI-RS
CSI-RS

Figure 20:An example of CSI-RS power allocation with Alt.1 where TRP1 has a higher power than TRP2.

For  CSJ based PDSCH transmission, let   and  be respectively  the PDSCH and CSI-RS Tx power per RE for the  TRP,  be the total PDSCH transmit power per RE across all TRPs,  be the channel (excluding Tx power) associated to the  TRP and the UE,   the channel estimation based on CSI-RS is then given by 
 				(eq.1)
Option 1:  The channel for PDSCH is obtained from  by applying a scaling factor according to the legacy EPRE ratio , i.e.,
  						(eq.2)
  is used by the UE to estimate RI, PMI and CQI.  The precoder derived based on  can be expressed as , where the power of each column of   is normalized to , where   is the rank. The precoded PDSCH signal received at the UE is then
 				(eq.3)
Note that the actual PDSCH channel  is the same as the one used to derive the precoding matrix . Therefore, the CSI including the precoder matches the actual PDSCH channel. 

Option2:  The channel for PDSCH is obtained from  by applying a scaling factor according to the EPRE ratio   , i.e.,
 				(eq.4)
The precoder derived based on  can be expressed as , where the power of each column of   is normalized to , where   is the rank. The precoded PDSCH signal received at the UE is then
 					(eq.5)
Again, the actual PDSCH channel  is the same as the one used to derive the precoding matrix  and thus, the derived CSI matches the actual PDSCH channel.  
An example of PDSCH transmission based on Option 1 and Option 2 is shown in Error! Reference source not found. with two TRPs. For both Options, the UE implementation procedure is the same, i.e., the estimated CSI-RS channel for each TRP is scaled by the corresponding EPRE ratio to obtain an equivalent PDSCH channel, an aggregated PDSCH channel across all TRPs is then used to derive PMI and CQI. 
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Figure 21: An example of PDSCH transmission with Option 1 and Option 2.

However, we see the following issues associated with Option 2:
· Issue 1:   since the total PDSCH transmit power is assumed at each TRP before precoding, for some TRP the actual required transmit power, i.e., , may exceed the TRP’s maximum transmit power. When this occurs, the total transmit power needs to be reduced, which would result in a CQI mismatch
· Issue 2:   when a subset of the configured TRPs is selected by the UE, the assumed  would be different from the actual one and thus, it would result in a CSI mismatch. 
· Issue 3: 	before configuring the EPRE ratio for each CSI-RS resource, the gNB would have to know whether the CSI-RS resource will be used for CJT. If it is for CJT, the gNB also needs to know the number of TRPs and the total transmit power across the number of TRPs. Since a CSI-RS resource may be used by multiple CSI reports, some may be for single TRP CSI, it would be problematic to meet the needs of both single TRP and CJT use cases with Option 2.  A possible solution could be to configure the EPRE ratio for CJT in the CSI report configuration for CJT.

[bookmark: _Toc135020907]There are multiple issues with Option 2 in which PDSCH to CSI-RS EPRE ratio is based the total PDSCH power over all TRPs configured for CJT. 
[bookmark: _Toc135020920] For CJT CSI report, Option 1 is supported for PDSCH to CSI-RS EPRE ratio of a CSI-RS resource where the PDSCH EPRE corresponds to the PDSCH transmitted over CSI-RS ports of the CSI-RS resource, i.e., legacy single TRP interpretation.  

Now let’s look at the different alternatives. For Alt.1 with Option 1,  can be different for different TRPs and the UE needs to scale the estimated channels  to obtain  according to (eq.2). CJT CSI is then calculated based on  . For Alt.1 with Option 2,  can be different for different TRPs and the UE needs to scale the estimated channels  to obtain  according to (eq.4). CJT CSI is then calculated based on  . 
For Alt.2 with Option 1,  (a EPRE common ratio) for . It is a special case of Alt.1. 
For Alt.2 with Option 2, since , having a common EPRE ratio (i.e.,  for ) implies that CSI-RS at different TRPs have to be transmitted with the same power, i.e., .  An example is shown in Figure 22, where CSI-RS #1 is forced to have the same power as CSI-RS #2. When different TRPs have different transmit power, it means that the CSI-RS transmit power is limited by the TRP with the lowest transmit power.  This is not desired because TRP1 in this example is likely a macro cell and the UE could be far away from TRP1 and closer to TRP2 with smaller power, reducing CSI-RS #1’s transmit power would mean poor CSI-RS coverage from TRP1 for the UE.  In addition, if the CSI-RS#1 is also used for single TRP based CSI report reporting, Alt.2 would force a lower CSI-RS #1 transmit power also for single TRP based CSI feedback, which is undesirable. Furthermore, CSI-RS transmit power is determined by a power offset with respect to an associated SSB. Determining CSI-RS power based on the total PDSCH power in CJT seems to be odd and doesn’t make practical sense. 
[bookmark: _Toc135020908]Alt.2 with Option 2 would force CSI-RS from all TRPs in CJT to be transmitted with the same power as the CSI-RS from the TRP with the lowest Tx power.
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[bookmark: _Ref134733396]Figure 22:An example of CSI-RS power allocation with Alt.2 where CSI-RS#1 from TRP1 would be transmitted with a same power as CSI-RS#2 from TRP2.
For Alt.3, Option 2 is assumed effectively, so it is the same as Alt.2 with Option 2. Hence it has the same issues discussed above for Alt.2 with Option 2.
For Alt.4, the EPRE ratio is defined as ,  this is illustrated in Figure 23. It has the same issue as Alt.2 with Option 2, i.e., CSI-RS at different TRPs have to be transmitted with the same power, i.e., .  
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[bookmark: _Ref134772560]Figure 23:An example of CSI-RS power allocation with Alt.4 where CSI-RS#1 from TRP1 would be transmitted with a same power as CSI-RS#2 from TRP2.
For Alt.5, instead of configuring a common EPRE ratio for all the CSI-RS resources, EPRE ratio of one of the CSI-RS resources is used.  It is effectively the same as Alt.2. 
In summary, Alt 1 works with both Option 1 and Option 2 and is suitable for more general scenarios where different TRPs can have different transmit powers. For Alt.2 or Alt.5 with Option 1, it also works for more general scenarios where different TRPs can have different transmit powers. However, for Alt.2 or Alt.5 with Option 2, and Alt.3 and Alt.4, they work only when all TRPs have the same transmit power. 
Therefore, Alt.1 or Alt.2 with Option 1 is preferred. Alt.2 with Option 2 or Alt.3 works only if all TRPs have the same Transmit power. 
[bookmark: _Toc135020921] For CJT, support Alt.1 or Alt.2 with legacy per TRP PDSCH to CSI-RS EPRE ratio definition,
To support CSI feedback for both single TRP and CJT with a same CSI-RS resource, one way could be to configure the EPRE ratio for CJT separately from legacy EPRE ratio for singe TRP. In other words, the EPRE ratio configured in a CSI-RS resource is for single TRP CSI feedback. For a CSI report for CJT, a separate EPRE ratio is configured in the CSI report or trigger state (in case of aperiodic CSI) for each CSI-RS resource in case of Alt.1 or for all all the CSI-RS resources in case of Alt.2.  This is reasonable as in this case, the gNB knows the CSI-RS if for CJT report, the TRPs configured for the CJT report, and the transmit power of each of the TRPs and thus the total transmit power across TRPs. 
[bookmark: _Toc135020922]For CJT, a separate PDSCH to CSI-RS EPRE ratio is configured for each of or all CSI-RS resources in the CSI report.

4.5 CPU Occupation for CJT CSI
For a CSI report configured for CJT with NZP CSI-RS resources in a NZP CSI-RS resource set for channel measurement (CMR)  hypotheses of beam combinations, similar legacy single TRP CSI, the number of CPUs could be proportional to  or , i.e.
, or


Where X is the number of CPUs for each TRP and Y is the number of CPUs for each hypothesis.  X could be dependent on  the number of hypothesis and Y could be dependent on the number TRPs. C1 and C2 could be the number of CPUs independent of  and . 
For CJT CSI calculation, the complexity is more than calculating  single TRP CSIs. Whether the additional complexity requires more CPUs or the same number of CPUs but a longer processing time is to be further discussed. 
5	Conclusion
In the previous sections we made the following observations: 
Observation 1	For case with TRS colliding with PDSCH, a delay of 84 symbols gives the best performance at low SNRs.
Observation 2	For case with TRS colliding with PDSCH, a delay of 36 symbols gives good performance at medium to high SNRs.
Observation 3	For case with TRS colliding with TRS, a delay of 140 symbols is needed for good switching performance.
Observation 4	Large overhead saving could be achieved with not reporting bitmaps containing all zeros in CJT CSI.
Observation 5	There are multiple issues with Option 2 in which PDSCH to CSI-RS EPRE ratio is based the total PDSCH power over all TRPs configured for CJT.
Observation 6	Alt.2 with Option 2 would force CSI-RS from all TRPs in CJT to be transmitted with the same power as the CSI-RS from the TRP with the lowest Tx power.


Based on the discussion in the previous sections we propose the following:
Proposal 1	Support Dbasic = 28 symbols or equivalently 2 slots
Proposal 2	Confirm the working assumption to support 6 slots and 10 slots correlation delay D in a separate UE Feature Group.
Proposal 3	For TDCP amplitude quantization, consider values of s=1/2, s=1/3 and s=1/4 for further down selection.
Proposal 4	For TDCP amplitude quantization, select the quantization scheme Alt 1 with s=1/3, Q=5bits, 
Proposal 5	Select the non-linear phase quantization scheme  with Q=3 and s=1.
Proposal 6	Support UE averaging/filtering of the time correlation measurement over multiple measurement occasions in time.
Proposal 7	Number of CPUs for TDCP is defined as OCPU = XTDCP Y, where XTDCP is the number of CPUs required for each of the Y normalized wideband autocorrelation based TDCP computations.
Proposal 8	For mode 1 CJT CSI,   is reported in Group 0 of Part 2 CSI.
Proposal 9	For CJT, consider indicating the number of all-zero bitmaps in Part 1.
Proposal 10	For CBSR  for CJT, one bit is used for each restricted beam.
Proposal 11	For CJT CSI report, Option 1 is supported for PDSCH to CSI-RS EPRE ratio of a CSI-RS resource where the PDSCH EPRE corresponds to the PDSCH transmitted over CSI-RS ports of the CSI-RS resource, i.e., legacy single TRP interpretation.
Proposal 12	For CJT, support Alt.1 or Alt.2 with legacy per TRP PDSCH to CSI-RS EPRE ratio definition,
Proposal 13	For CJT, a separate PDSCH to CSI-RS EPRE ratio is configured for each of or all CSI-RS resources in the CSI report.
[bookmark: _In-sequence_SDU_delivery] 
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7. Appendix
7A. Simulation assumptions for use case of TDCP reporting 

	Parameter
	Value

	Nr of gNB antenna ports
	16

	Nr of UE antenna ports
	2

	Type II parameter combination
	6

	CSI periodicity
	20 slots

	Bandwidth
	100 MHz (default value) and 20MHz

	Channel model
	CDL-A, delay spread = 100 ns, ASA = 45 deg, ZSA = 10 deg

	Autocorrelation lags for Alt. B
	One lag with 5 slots separation as default. Other lag values also used.

	Number of TRS bursts averaged over for Alt A1
	Default is no averaging. When averaging is performed: 10 

	
	





Table 9: SLS simulation assumptions for use case of TDCP reporting
	Parameter
	Value

	Scenario
	Urban macro 

	Frequency Range
	2 GHz 

	Inter-BS distance
	500 m 

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1)


	BS Tx power 
	46 dBm

	BS antenna height 
	25 m 

	UE antenna height & gain
	According to TR36.873 

	UE receiver noise figure
	9 dB

	Modulation 
	Up to 256QAM 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Simulation bandwidth 
	10 MHz 

	Frame structure 
	All downlink

	MIMO scheme
	SU-MIMO or MU-MIMO with rank adaptation 

	CSI feedback 
	CSI feedback periodicity:  20 ms 
Scheduling delay: 4 ms

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	70% 

	UE distribution
	100% outdoor 

	UE receiver
	MMSE-IRC 




Table 10: LLS simulation assumptions for TDCP reporting
	Parameter
	Value

	Carrier frequency and subcarrier spacing 
	3.5 GHz with 30 kHz SCS

	System bandwidth
	20MHz

	TRS bandwidth
	20MHz

	Channel model
	TDL-A with uncorrelated antenna elements
CDL-A 

	Delay spread 
	100ns

	UE velocity
	3km/h, 10km/h, 20km/h, 30km/h, 60km/h, 120km/h

	Antennas at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	Antennas at gNB
	16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Link adaptation
	Not relevant for simulation of TRS based Doppler accuracy

	Evaluation metrics for measurement accuracies
	RMS error, Standard deviation, Bias



7B. Additional simulation results for TDCP
In this section, we give additional TDCP simulation results for the use case of switching between CSI periodicities of 10 and 20 slots.
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[bookmark: _Ref134840592][bookmark: _Ref134840580]Figure 24 Results for switching between CSI periodicity of 10 and 20 slots based on correlation for a delay of 2slots and 5 slots.  CSI Type-II, 16TX, 4RX, and max Rank 4 has been used.
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