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1. [bookmark: _Ref4683067] Introduction 
A new Study Item (SI) to study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface had been approved in RAN Plenary RP#94 meeting [1]. AI/ML-based Beam management has been identified as one of the three use cases for investigation and evaluation. It is also mentioned to identify the potential specification impact required to enable AI/ML techniques for the air-interface. In RAN1 109e the SI on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface has been initiated. The SI includes “Other aspects on AI/ML for beam management” under the agenda 9.3.2.2. Over the last RAN1 meeting, i.e., RAN1 109e, the study identified “AI/ML for Beam Management in Spatial Domain” and “AI/ML for Beam Management in Temporal Domain” as the basic use-cases and made some agreements on this aspect. As mentioned in RAN1 109e, the spatial domain and temporal domain beam predictions are defined as:
•	Spatial-domain beam prediction for Set A of beams based on measurement results of Set B of beams.
•	Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams.
In this contribution we discuss the way forward considering the sub use-cases for beam management (BM) and the potential specification impacts.

2. Discussion
In RAN1#112bis-e, the following agreements are made for BM Case-1 and BM Case-2. 
	Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded

Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details


Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options


Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered 


Agreement
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
·        Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
o   FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
·        Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
·        FFS:
o   Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
·        Other alternative is not precluded. 



In this contribution, we further discuss the remaining issues that are left during the RAN1#112bis-e offline discussion and some further details of BM Case-1 and BM Case-2. 
2.1. Sub-use case of BM Case-1 and BM Case-2
Based on the discussions of RAN1#111, a proposal regarding the type of beams is left for further discussion. 
	Proposal: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for the predicted beams for further study
Note: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
[bookmark: _Hlk126676532]          Alt.1: DL Tx beam prediction 
          Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam) 



There are two alternatives that are proposed for further study, DL Tx beam prediction (Alt.1) and Beam pair prediction (Alt.3). We agree to further study DL Tx beam prediction as the problem formulation is clear. For example, the model input and output can be clearly defined. However, for Beam pair prediction, the output may consist of a DL Tx beam and a corresponding DL Rx beam. Although the DL Tx beam part of the beam pair output can be explicitly determined as gNB and its antenna are fixed and facing the same direction, the DL Rx beam part is hard to define. UE and its antenna are frequently changing their orientation across time. Thus, the Rx beam ID and beam angle to gNB are no longer a one-to-one mapping, which makes the potential number of different Rx beams arbitrarily large. Even by assuming the AI/ML model can predict the best Rx beam angle to gNB, UE needs to frequently track its orientation so that it can derive the corresponding Rx beam to use, which tremendously increases the UE side implementation complexity. Based on the above discussion, we have the following proposal, 
Besides the feasibility issue, in our latest evaluation result [2], we have observed no performance drop when we use specific Rx beam/Quasi-optimal Rx beam to measure for model input for DL TX beam prediction. Note that by using the specific Rx beam/Quasi-optimal Rx beam, the overhead for sweeping each available Rx can be avoid, leading to the same level of RS overhead reduction as DL beam pair prediction. Since we believe the motivation for the group to introduce beam pair prediction is to reduce measurement overhead due to Rx beam sweeping, we didn’t see the benefit of studying beam pair prediction by addressing all the feasibility issues while we already have solutions on the table to achieve the same overhead reduction performance without any UE implementation/UE rotation concern. Therefore, we propose to deprioritize the beam pair prediction study at this stage.
Proposal 1: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 (i.e., DL Tx beam prediction) and deprioritize Alt.3 for the predicted beams for further study.

2.2. Data collection 
2.2.1. Quantization for Data collection for AI/ML model training at NW side
In RAN1#112bis-e, we have the following proposal remained for discussion for data collection mechanism for AI/ML model training at NW side:
	Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered 



In the following discussion, we will study the requirement of each data sample for data collection for NW-side AI/ML models. NW-side AI/ML model requires UE to report the measured L1-RSRP values or beam ID for training. However, the quality of the reported values has not been discussed yet. In RAN1#112, an observation regarding quantization the L1-RSRP with the current spec [3] has been drawn:
	Observation
· At least for BM-Case1 for inference of DL Tx beam with L1-RSRPs of all beams in Set B, existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) causes [a minor loss x%~y%, if applicable] in beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B.



In the current spec, the L1-RSRP is quantized to integer dBm levels for UE reporting. The largest L1-RSRP in one report is mapped to dBm levels, which is represented by 7 bits (i.e., 128 integer dBm levels). For the rest of the L1-RSRP values, UE maps their difference to the maximum L1-RSRP values (in dB) by Table 10.1.6.1-2 in [4]. As a result, it takes 19 bits for UE to report L1-RSRP for 4 beams. 
On the other hand, we have shown (Section 2.4.1.5.2 in [2]) that by using a simple quantization method, we can achieve the same level of accuracy performance as by using the FP16 quantization method, while using the same number of bits in one UE report as the current spec uses. Furthermore, we have shown that with lower number of bits per beam’s L1-RSRP, the studied quantization method can achieve the same level of accuracy performance for model training and testing.   
Therefore, we believe it is valuable to study the possibility of using lower precision quantization method for beam RSRP report other than the current spec, for supporting AI/ML model inference and data collection for NW-side models. Also, we can further consider the feasibility of using different quantizing methods, including different bits used for quantization and quantized quantity (linear or dBm), for different Set B designs.
Proposal 2:  For data collection for NW-side AI/ML model, study spec impact of reporting overhead reduction with quantizing L1-RSRP and/or normalized L1-RSRP measurement with lower number of bits than the current spec.

2.3. Model inference
2.3.1. L1 reporting enhancement for NW-side model
In RAN1#111, we have the following agreement for NW-side model,
	Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered



The beam RSRP report quantization method in the current specification, as described above, can be easily expanded, and used for higher number of beams (>4). However, in our current evaluation results (i.e., Section 2.4.1.5.2 in [2]), we have shown that for Set B size = 8 or 16, the reporting precision of the spec and the resulting model performance might not be optimal, there may be possibilities to use even lower precision of L1-RSRP values or quantizing with lower bits on normalized L1-RSRP values. Moreover, different Set B designs will have different sensitivity to the beam RSRP report’s precision. We have shown the possibility and benefit of using different reporting quantization methods for L1-RSRP report for different Set B designs in Section 2.4.1.5.2 in [2]. 
On the other hand, we have observed that if a model is trained with FP32 samples while its inference is conducted with another quantization method samples, it will perform worse than training with samples from the same quantization method that is being used for inference. Therefore, the UE and the network should align the quantization method that is being used for both model training and inference. 
Proposal 3: To facilitate AI model inference for a NW-side AI/ML model, study spec impact of reporting overhead reduction with quantizing L1-RSRP and/or normalized L1-RSRP measurement with lower number of bits than the current spec.
2.3.2. Number of beams for reporting for UE-side model
In RAN1#110bis-e and RAN1#112 meeting, we have the following agreement for the reporting of inference output of the UE-side model.
	Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).




Regarding UE reporting the beam(s) that is based on the output of AI/ML model inference, evaluation results from most of the companies have shown that the beam prediction accuracy will increase when the value K of the Top-K predicted beams increases. It is reasonable that when UE reporting more beams based on its AI/ML model inference output, more chances on that the genie-aided best beam is among the reported beams. However, it also means the corresponding UCI payload overhead and the following RS overhead for a P2 procedure (to find the best beam) will increase. 

On the other hand, if a UE is very confident on its AI/ML model inference output, it is beneficial to UE to report fewer number of beams as its AI/ML model inference output to save the UCI payload overhead and RS overhead in P2 procedure. For example, if the AI/ML model output is the predicted L1-RSRP values and UE is going to report the beams that have higher predicted L1-RSRP values than other beams, UE can estimate the correctness of its inference result by comparing the prediction error between the predicted L1-RSRP values and the measured K1-RSRP values of certain beams. If the prediction error is very low, UE can determine to report fewer number of beams as its AI/ML model inference output since it has higher confidence on its output. In the current spec, the number of beams for UE to report is configured by the NW with the nrofReportedRS parameter, UE is required to report nrofReportedRS number of beams in the corresponding beam report. There will be spec impact if UE can determine lesser number of beams than the configured nrofReportedRS in one beam report. Therefore, we propose the following:

Proposal 4: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study spec impact to facilitate UE to report various number of Top-K beams in one beam report (K ≤ nrofReportedRS) as AI/ML model output. 


2.4. Model monitoring
In RAN1#111 and RAN1#112, we have the following two agreements made for model monitoring,
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indictation/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded




Also, we have the following agreement in RAN1#112bis-e,
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indictation/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring

Agreement
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
·  Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
· FFS:
· Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
· Other alternative is not precluded. Other aspect(s) is not precluded




2.4.1. UE-side model
During the last meeting, there is an agreement on NW-side performance monitoring for UE side model. Three of aspects are to be studied: (i) Configuration/Signaling from gNB to UE for measurement and/or reporting, (ii) UE reporting to NW (e.g., for the calculation of performance metric), and (iii) Indication from NW for UE to do LCM operations. 
We believe the discussion of these aspect should jointly consider the performance metrics and the benchmarks that are being used. Table 1 shows the analysis of the required additional RS configuration/signaling and UE reporting under the condition of using performance metrics Alt.1 and Alt. 4, and with proposed benchmarks Alt. 1 to Alt. 3, respectively. Alt.2 (Link quality related KPIs) and Alt.3 (Performance metric based on input/output data distribution of AI/ML) of performance metrics are listed at the bottom of the table as they are not related to any benchmark definition. We can observe from Table 1 that the corresponding UE reporting overhead is very large when the monitoring process requires UE to measure for ground-truth L1-RSRP. For example, if the performance metric is Alt.1 (Beam prediction accuracy related KPIs) and the benchmark is Alt.1 (The best beam(s) obtained by measuring beams of a set indicated by gNB), UE needs to report all the measured RSRP in Set A to NW, so that NW can perform NW-side performance monitoring (i.e., NW calculate the performance metrics). It is obvious that such reporting overhead can be easily circumvent by UE calculating the performance metrics (i.e., UE model monitoring or Hybrid model monitoring). 
From the table, we still cannot observe any advantage of using NW-side performance monitoring for UE side model. However, if NW-side performance monitoring for UE side model is kept as one of the options, we suggest using this scheme only when the performance metric is Alt.4 (The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP) with Alt.2 of the proposed benchmark. Note that Alt.2 (Link quality related KPIs) and Alt.3 (Performance metric based on input/output data distribution of AI/ML) of the performance metrics may potentially be the feasible candidates for NW-side performance monitoring for UE side model, depending on how these two alternatives are defined. 
[bookmark: _Ref127529889][bookmark: _Ref118474289]Table 1: the analysis of the required additional RS configuration/signaling and UE reporting under different Performance metric and Benchmark conditions
	
	
	Performance metric

	Benchmark
	
	Alt.1 (Beam prediction accuracy related KPIs)
	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP

	
	Alt.1 (The best beam(s) obtained by measuring beams of a set indicated by gNB)
	Example: calculate the Top-1 accuracy
(i) Configuration/Signaling: Yes, for Set A RSRP measurement
(ii) UE reporting: All the RSRP in Set A
	Example: calculate the predicted L1-RSRP difference for the best beam in Set A
(i) Configuration/Signaling: Yes, for Set A RSRP measurement
(ii) UE reporting: All the RSRP in Set A, and all the predicted RSRP for Set A

	
	Alt.4: The predicted best beam(s) obtained by model output (e.g., Predicted Top-K Beams)
	Example: calculate the L1-RSRP difference (dB)
(i) Configuration/Signaling: Yes, for Set A RSRP measurement
(ii) UE reporting: All the RSRP in Set A
	Example: calculate the predicted L1-RSRP difference for the predicted best beam
(i) Configuration/Signaling: Yes, for the predicted best beam RSRP measurement
(ii) UE reporting: the predicted and measured RSRP of the predicted beam

	Performance metrics: 
Alt.2 (Link quality related KPIs): (i) Configuration/Signaling:  No, (ii) UE reporting: Link quality observations
Alt.3 (Performance metric based on input/output data distribution of AI/ML): (i) Configuration/Signaling:  No, (ii) UE reporting: input/output data distribution of AI/ML



Proposal 5: For NW-side performance monitoring for UE side model, to save UE reporting overhead, focus on the discussion when the performance metric is Alt.2 to Alt.4. 
Proposal 6: To avoid large UE reporting overhead, Alt.1 of the benchmark should be deprioritized for NW-side performance monitoring for UE side model.

Meanwhile, during the offline discussion of the last meeting, one proposal regarding NW-side performance monitoring for UE-side model to facilitate functionality-based LCM has been discussed.
	Proposal 4.3.2: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, when functionality-based LCM is applicable, support NW-side performance monitoring to facilitate functionality related LCM operations (i.e., activation/deactivation/fallback/switching of AI/ML functionality)
· FFS: UE-side performance monitoring



We understand the proposal is based on the agreement that has been made in Agenda 9.2.1 as following:
	Agreement in 9.2.1
For UE-side models and UE-part of two-sided models:
…
· In functionality-based LCM
Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
Models may not be identified at the Network, and UE may perform model-level LCM.
Study whether and how much awareness/interaction NW should have about model-level LCM



All the agreements in this agenda and 9.2.1 regarding NW-side performance monitoring only mentions that “Network indicates activation/deactivation/fallback/switching of AI/ML functionality to UE”. We believe this sentence does not exclude the possibility that UE can initiate a request of LCM operations for certain AI/ML functionalities from NW. After NW receives the request, NW can determine whether to grant the request and indicates the corresponding LCM operations to UE. The above cases should be covered by the current agreements. For example, when the considered AI/ML functionality is the observation window and prediction window length (i.e., the number of measurement and prediction instances F and K, respectively) of BM Case2. When UE detects the increase of its speed from 30 km/h to 60 km/h, UE can then request to change the observation/prediction window length to shorter number of instances for more frequent beam prediction, instead of reporting its speed to NW. Note that it is still NW’s decision on whether to take the requested operation and hence, NW will indicate the LCM operation to UE, which satisfies the current agreement. 
However, we understand that some AI/ML functionalities may not be feasible for UE to initiate a LCM operation request. Therefore, as a starting point, we can first identify the AI/ML functionalities for beam management that are feasible/not feasible for UE initiating a LCM operation request.
Proposal 7: For UE-side AI/ML models, when functionality-based LCM is applicable, study a performance monitoring method with UE initiating LCM operation request and NW indicating/granting the corresponding activation/deactivation/fallback/switching LCM operation of AI/ML functionality to UE.
Proposal 8: For UE-side AI/ML models, when functionality-based LCM is applicable, identify for each AI/ML functionality whether it is feasible for UE to initiate LCM operation requests.
3. Conclusion
In summary, based on the above discussion we have the following observations and proposals:
Proposal 1: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 (i.e., DL Tx beam prediction) and deprioritize Alt.3 for the predicted beams for further study.
Proposal 2:  For data collection for NW-side AI/ML model, study spec impact of reporting overhead reduction with quantizing L1-RSRP and/or normalized L1-RSRP measurement with lower number of bits than the current spec.
Proposal 3: To facilitate AI model inference for a NW-side AI/ML model, study spec impact of reporting overhead reduction with quantizing L1-RSRP and/or normalized L1-RSRP measurement with lower number of bits than the current spec.
Proposal 4: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study spec impact to facilitate UE to report various number of Top-K beams in one beam report (K ≤ nrofReportedRS) as AI/ML model output. 
Proposal 5: For NW-side performance monitoring for UE side model, to save UE reporting overhead, focus on the discussion when the performance metric is Alt.2 to Alt.4. 

Proposal 6: To avoid large UE reporting overhead, Alt.1 of the benchmark should be deprioritized for NW-side performance monitoring for UE side model.
Proposal 7: For UE-side AI/ML models, when functionality-based LCM is applicable, study a performance monitoring method with UE initiating LCM operation request and NW indicating/granting the corresponding activation/deactivation/fallback/switching LCM operation of AI/ML functionality to UE.
Proposal 8: For UE-side AI/ML models, when functionality-based LCM is applicable, identify for each AI/ML functionality whether it is feasible for UE to initiate LCM operation requests.
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