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1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of potential specification impacts as following.
	1. Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signaling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


[bookmark: _Hlk99710673]In this contribution, we discuss potential specification impacts on AI/ML for positioning accuracy enhancements based on sub use cases.
2. [bookmark: DocumentFor]Discussion
At the RAN1#110bis-e meeting, the following agreement was made for the study on benefit(s) and specification impact of AI/ML based positioning accuracy enhancement [2].
	Agreement
Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement: 
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


We discuss the potential specification impacts of positioning accuracy enhancements from the perspectives of model inference, data collection, performance monitoring and life cycle management based on above cases.
2.1. Model inference
The following agreement was made at the RAN1#112 meeting for model inference [3]. 
	Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied 
· Note2: study the impact of model input for other cases are not precluded
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· RS configurations
· Other assistance information is not precluded 
Note: Companies are encouraged to report their assumption of functionality and their assumption of information element(s) of AI/ML functionality identification for AI/ML based positioning with UE-side model (Case 1 and 2a).


From the model inference input perspective, as agreed at the RAN1#112 meeting, channel characteristic related measurement information i.e., CIR, CFR, PDP can be considered as new measurement for direct AI/ML positioning (case 2b and 3b). For case 2b and 3b, when new measurement is applied as inference input, the measurement results should be reported to LMF. Considering the large signaling overhead from reporting CIR/PDP measurements, the report format of these measurement results should be studied with consideration of signaling overhead reduction, e.g., the truncated or compressed CIR/PDP information report, absolute/differential information report of CIR/PDP, etc., where the absolute information report is the reporting the absolute CIR/PDP value per path/port time delay, etc., and differential information report is reporting the differential CIR/PDP value from the reference path/port/time delay. 
Proposal 1: For direct AI/ML positioning (case 2b and 3b), study the report format of UE/gNB reporting CIR/PDP to LMF considering the signaling overhead reduction.
2.2. Data collection for model training
The following working assumption was made at the RAN1#112bis-e meeting for the data collection for AI/ML model training [4].
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective



Regarding the training data collection by measurements, the additional information of the measurement for data collection purpose should be included, e.g., the associated measurement information (e.g., quality indicator, timing information, … of each measurement) for the reliability of ground truth data, or the scenario/environment information (e.g., deployment scenario, TRP information, UE distribution, …) for scenario/configuration-specific model, etc., as mentioned by the above working assumption. Thus, this working assumption should be confirmed.   
Proposal 2: Confirm the working assumption about data collection for model training made in RAN1#112bis-e.
Regarding the training data collection by dataset delivery, whether the ground truth label can be generated by positioning methods need to be discussed. In our understanding, PRU information is the most direct, accurate, and simple way to acquire ground truth label. However, PRU information may not be available for some cases. In those cases, UE/NW generating ground truth label based on RAT-dependent positioning methods could also be considered, if UE/NW could achieve location estimation with high confidence level by RAT-dependent positioning methods or a quality indicator can be reported together with the location information acquired by UE/NW with RAT-dependent positioning methods. 
Proposal 3: The generation of ground truth label by UE/NW with RAT-dependent positioning methods could be considered with lower priority.
· If high confidence level estimation can be achieved or quality indicator is reported, this method could be feasible.

2.3. Performance monitoring
Considering the specification impact on AI/ML model performance monitoring, the following agreements were made at the RAN1#112bis-e meeting:
	Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further
study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not preclude



The performance monitoring for AI/ML based positioning consists of the following steps,
· The information required for the performance metric calculation may (or may not) be transmitted to other entities calculating that metric.
· Performance metrics are calculated by the entity to derive monitoring metric. After obtaining the performance metrics, the performance metrics may (or may not) be evaluated, e.g., by comparison with certain thresholds.
· The performance metrics or the comparison information may (or may not) be reported to the entity which makes decision of upcoming operation.
· The decision of upcoming operation may (or may not) be indicated.
Regarding the specification impact of performance monitoring, according to the agreement of previous meeting, for the entity which derives monitoring metric , for case 1 and 2a, at least UE is considered; for case 2b and 3b, at least LMF is considered; for case 3a, at least gNB is considered. Thus, there is no specification impact for each case in the procedure of monitoring metrics calculation. 
After the performance metric calculation, the UE-network interaction, i.e., reporting the calculated metric and/or performance monitoring decision, should be considered. 
As the positioning method is determined by LMF in the current framework, at least LMF as the entity to make decision for upcoming operations (e.g., model/functionality activation/deactivation/switching/selection/fallback operation, etc.) at the functionality scale or model scale should be considered. For case 2b and case 3b, since the performance metrics calculation is at LMF side, there is no specification impact required for the signaling of the monitored results/comparison to LMF. For case 3a, the monitoring metric is calculated on gNB side. If the decision is made by LMF, the calculated comparison information should be reported to LMF by gNB and the decision can be indicated to gNB by LMF. It is also possible that gNB can make decision of upcoming operations, which requires less specification impact. When gNB makes decision, the LMF acknowledgments may be involved before applying the upcoming operations. For case 1, 2a, the monitoring metric is calculated on UE side, if the decision is made by LMF, the calculated comparison information should be reported to LMF by UE, e.g., whether the performance metrics satisfy the requirement. Meanwhile, LMF needs to indicate the decision to the UE side model. If the decision is made by UE, calculated comparison information does not need to be exchanged. After upcoming operation decision, UE may directly apply the operation behavior with reporting the related information (e.g., indication of the operation) to the NW, so that the NW could track the performance fluctuation. It is also possible that UE needs confirmation from network side for the decided operation, e.g. UE sends a request to the NW side that it expects certain operation, and expects the NW side to confirm the request. 
Observation 1: For case 2b, 3b, no specification impact is considered for performance monitoring of AI based positioning. 
Observation 2: For case 3a, no specification impact is considered if gNB makes decision for performance monitoring. Consider specification impact of information transfer between gNB and LMF if LMF makes decision for performance monitoring of AI based positioning.
Proposal 4: The entity which makes decision of upcoming operations (e.g., model/functionality activation/deactivation/update/switching, fallback operation) can be LMF, or the same entity which performs monitoring metrics calculation. 
Proposal 5: Regarding performance monitoring for AI/ML based positioning, for case 1 and 2a, when the decision of upcoming operation is made by UE or NW, 
· By UE: UE should report the decision/request or related information to the NW, e.g., indication of the operation, the model ID/functionality information (e.g., associated with an ID) of the model, etc.
· By NW: UE should report the comparison information to the NW, e.g., whether the performance metrics satisfies the requirement. NW indicates the decision or related information to UE, e.g., indication of the operation, the model ID/functionality information (e.g., associated with an ID) of the model, etc.
Moreover, for a UE side model, i.e., case 1 and 2a, if NW makes decision for the upcoming model/functionality operation based on performance monitoring, it is beneficial for NW to determine the performance metric for monitoring. Hence, UE monitoring of performance metric calculation should follow the indication by the NW for case 1 and 2a. The indication should include at least essential information for performance monitoring, e.g., model ID/functionality, monitoring type (e.g., input-based, out-put based), performance metrics/threshold, etc. 
Proposal 6:
For case 1 and 2a, when monitoring entity is UE, UE should calculate monitoring metric following NW indication if NW makes decision of upcoming model/functionality operation based on performance monitoring.
· The indication includes at least model ID/functionality, monitoring type (e.g., input-based, output-based), performance metrics/threshold.
2.4 Life cycle management based on model ID/functionality
The life cycle management associated with model ID/functionality has been discussed at the RAN1#112bis-e meeting and following agreement was made. 
	Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification



Regarding the AI/ML functionality, what are the conditions for functionality-based LCM should be studied. In our view, the applicable functionality depends on the combination of two types of conditions. 
First type is the condition based on UE capability report, which should be known by the NW. This type of condition includes functionality information, and applicable conditions which can be reported together with UE capability, e.g., applicable configurations/deployments. The functionality information can consist of the nominal output of the AI/ML model, e.g., UE location, LOS/NLOS indication, ToA, etc., and the essential information to derive the model inference, e.g., measurements which can be applied as model input. 
The other type of conditions is additional condition not related to UE capability, which can be only known by UE and no need to be reported to the NW. Instead of reporting the additional conditions themselves, UE may report the applicability of each functionality based on the additional conditions. This type of conditions may include some dynamically variable information, e.g., UE status information, and applicable conditions which are difficult to directly report by UE capability, e.g., applicable scenario/ environment.  
Proposal 7: Regarding conditions for functionality-based LCM for AI/ML based positioning, following information can be considered
· Conditions based on UE capability report
· Functionality information
· Nominal output of the AI/ML model, e.g., UE location, LOS/NLOS indication, ToA
· Essential information to facilitate the model inference, e.g., measurements which can be applied as model input
· Applicable configuration/ deployment of the functionality
· Additional conditions 
· Applicable area/scenario/environment of the functionality  
· UE status information 
3. Conclusion
In this contribution, we discussed the potential specification impacts on AI/ML for positioning accuracy enhancement. Based on the discussion we made the following observation and proposals.
Observation 1: For case 2b, 3b, no specification impact is considered for performance  monitoring of AI based positioning. 
Observation 2: For case 3a, no specification impact is considered if gNB makes decision for performance monitoring. Consider specification impact of information transfer between gNB and LMF if LMF makes decision for performance monitoring of AI based positioning.
Proposal 1: For direct AI/ML positioning (case 2b and 3b), study the report format of UE/gNB reporting CIR/PDP to LMF considering the signaling overhead reduction.
Proposal 2: Confirm the working assumption about data collection for model training made in RAN1#112bis-e.
Proposal 3: The generation of ground truth label by UE/NW with RAT-dependent positioning methods could be considered with lower priority.
· If high confidence level estimation can be achieved or quality indicator is reported, this method could be feasible.
Proposal 4: The entity which makes decision of upcoming operations (e.g., model/functionality activation/deactivation/update/switching, fallback operation) can be LMF, or the same entity which performs monitoring metrics calculation. 
Proposal 5: Regarding performance monitoring for AI/ML based positioning, for case 1 and 2a, when the decision of upcoming operation is made by UE or NW, 
· By UE: UE should report the decision/request or related information to the NW, e.g., indication of the operation, the model ID/functionality information (e.g., associated with an ID) of the model, etc.
· By NW: UE should report the comparison information to the NW, e.g., whether the performance metrics satisfies the requirement. NW may indicate the decision or related information to UE, e.g., indication of the operation, the model ID/functionality information (e.g., associated with an ID) of the model, etc.
Proposal 6:
For case 1 and 2a, when monitoring entity is UE, UE should calculate monitoring metric following NW indication if NW makes decision of upcoming model/functionality operation based on performance monitoring.
· The indication includes at least model ID/functionality, monitoring type (e.g., input-based, output-based), performance metrics/threshold.
Proposal 7: Regarding conditions for functionality-based LCM for AI/ML based positioning, following information can be considered
· Conditions based on UE capability report
· Functionality information
· Nominal output of the AI/ML model, e.g., UE location, LOS/NLOS indication, ToA
· Essential information to facilitate the model inference, e.g., measurements which can be applied as model input
· Applicable configuration/ deployment of the functionality
· Additional conditions 
· Applicable area/scenario/environment of the functionality  
· UE status information 
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