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1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of potential specification impacts as following.
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

[bookmark: _Hlk99710673]In this contribution, we discuss sub use-cases and potential specification impacts on AI/ML for CSI feedback enhancements.
2. Discussion on sub use-cases and potential specification impacts on AI/ML for CSI feedback enhancements
At the RAN1#109-e meeting, spatial-frequency domain CSI compression using two-sided AI models, as known as auto-encoder of CSI feedback was agreed to be a representative sub use case as following [2]. 
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Fig. 1 illustrates the framework of CSI compression with two-sided models. As shown in Fig. 1, UE is equipped with an AI/ML encoder to compress CSI into encoded bits, while the corresponding AI/ML decoder is deployed on gNB to reconstruct CSI from encoded bits. In CSI compression with two-sided models, UE calculates downlink CSI, such as channel matrix or precoding matrix, and feeds the CSI into the encoder for compression. After the AI/ML encoder extracts essential features and outputs the encoded bits, UE reports the encoded bits to gNB where CSI can be reconstructed from encoded bits with the AI/ML decoder. In this contribution, the inputs of encoder and outputs of decoder are assumed to be the same.
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Figure 1. The framework of spatial-frequency domain CSI compression with two-sided models.
[bookmark: _Hlk100763608]With this AI/ML-based compression technique, accuracy improvements under a certain overhead of CSI reports and overhead reduction for CSI reports achieving a certain performance are observed [3]. 
At the RAN1#112 meeting, it was agreed that the potential specification impacts with the precoding matrix as input/output are further studied while the study of explicit channel matrix depends on the performance evaluation as following [4]. 
Agreement
In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain 
· 1b: The precoding matrix represented using angular-delay domain projection
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in spatial-frequency domain
· 2b: raw channel is in angular-delay domain 
· Note: Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1.
· Note: RI and CQI will be discussed separately

Along with this agreement, we discuss the spatial-frequency domain CSI compression with precoding matrix as input/output in the subsequent sections.
2.1. Model training for CSI compression
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded.

Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
· Note: training data collection and dataset/model delivery will be discussed separately 

The following potential training procedures were identified to deploy an encoder at UE and a decoder at NW at the RAN1#110 [5], and the aspects to study for each training procedure were agreed at the RAN1#112 meeting [4]. 
・Type 1: Joint training of two-sided model at a single side/entity
・Type 2: Joint training of the two-sided model at network side and UE side, respectively.
・Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
In RAN1 discussion, the sequential training with the dataset collected from the trained model on the other side is assumed as type 3 training. However, there is another approach to enable sequential training: training via the exchange of forward and back propagation with the trained model on the other side. This training procedure can be seen as the hybrid of type 2 training and type 3 training. However, as explained later, the pros and cons of this training procedure is different from type 2 training and type 3 training. Since the pros and cons of type 2 and type 3 training are discussed without considering this hybrid training procedure in the current discussion, we propose defining this hybrid training procedure as type 4 training to facilitate the discussion. 
In the type 3 training procedure, the joint training is performed at one side first. After that, the other side receives the dataset produced by the trained encoder or decoder. Then, the other side trains the encoder or decoder based on the delivered dataset. In this training procedure, the only dataset delivery is necessary as the collaboration between UE and NW. Fig. 2 illustrates type 3 training procedure when the NW side model is firstly trained in the sequential training.
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Figure 2. Type 3 training procedure, where the UE side model is trained based on the dataset collected from the trained encoder at NW side.
Similar to type 3 training procedure, the first step of type 4 training procedure is the joint training performed at one side. After that, UE side and NW side exchange the common dataset for the training over UE and NW. With that common dataset, model is trained over UE and NW via the exchange of the forward propagation and the back propagation. During the training over UE and NW, the model at one side is frozen. Type 4 training procedure can be illustrated as shown in Fig.3, when the NW side model is firstly trained in the sequential training.
The advantage of type 4 training procedure is the extendibility. In our companion contribution, the performance comparison between type 3 training and type 4 training is provided [3]. When it comes to training the model compatible with the model in use at the other side, type 4 training can provide better performance. Also, the input or output of model does not need to be revealed to the other side. If companies have the concern on the proprietary aspect regarding the model input or model output, type 4 training procedure can be a solution. 
[image: ]
Figure 3. Type 4 training procedure, where the UE side model is trained with frozen decoder at NW side via forward propagation and back propagation exchange between UE and NW. 
In Table 1, the characteristics of the type 4 training procedure is analysed in terms of the aspects that was agreed to study. Since the type 4 training procedures has pros and cons compared to other training procedure, characteristics of the type 4 training procedure should be further discussed.
Table 1. Characteristics of type 4 training procedure. 
		       Training types
Characteristics
	Type 4

	
	NW first
	 UE first

	Whether model can be kept proprietary
	Yes  
	Yes

	Whether require privacy-sensitive dataset sharing
	No 
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Yes
	Yes

	Model update flexibility after deployment
	Require gradient exchange and dataset exchange.
	Require gradient exchange and dataset exchange.

	Feasibility of allowing UE side and NW side to develop/update models separately
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Support
	Support

	Whether training data distribution can match the inference device
	 
Yes
	 
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1



Proposal 1: Categorize type 3 and type 4 training procedure (sequential training) as follows. 
· Type 3: sequential training via the dataset delivery
· Step 1 Joint training at one side
· Step 2 Delivery of the dataset produced by trained encoder/decoder to the other side
· Step 3 Training encoder/decoder based on the delivered dataset within the other side  
· Type 4: sequential training via the gradient exchange
· Step 1: Joint training at one side
· Step 2: Share the common dataset for training at Step 3
· Step 3: Training encoder/decoder at the other side via FP/BP exchange with the frozen decoder/encoder
Proposal 2: Study pros and cons of the type 4 training procedure in the aspects agreed to study. 
Observation 1: Characteristics of type 4 training procedure can be summarized as Table 1. 
2.2. Life cycle management for CSI compression
At the RAN1#112 meetings, it was agreed to study two LCM procedures: functionality-based LCM and model ID-based LCM [7]. 
Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

In functionality-based LCM procedure, UE is expected to receive the indication regarding which functionality should be activated/deactivated/monitored. When there are multiple models associated with one functionality, UE could control physical model level LCM (e.g., which physical model to be activated/deactivated/monitored) within one functionality. On the other hand, NW indicates the physical/logical model via model ID in the model-ID-based LCM.
2.2.1. Model ID in two-sided model
In case of one-sided model at UE side, model ID should represent the identity of model at UE side. However, it is unclear what model is identified by the model ID in two-sided model. For example, the model ID may identify encoder model, decoder model, or paired model. According to that difference, the procedure for model-ID-based LCM could be different. For example, if UE receives the model ID representing the encoder model in the activation indication, UE would activate that indicated encoder model. On the other hand, if UE receives the model ID representing the decoder model in the activation indication, UE would activate one among encoder models paired to the indicated decoder model. Thus, it is better to make consensus on what model is identified by model ID in the two-sided model for the clarification. Unless the clarification could be smoothly made regarding it, we think it is better to introduce paired model ID, encoder model ID, and decoder model ID for the discussion purpose.
Proposal 3: Clarify what model is identified by model ID in the two-sided model. Until the clarification is made, it is better to introduce paired model ID, encoder model ID, and decoder model ID for the discussion purpose.
2.2.2. Conditions of functionality and model
At the RAN1#112bis-e meeting, the agreement related to conditions on functionalities and model was made [8].
Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Based on the conditions, NW is supposed to determine which functionality/model are configured. Hence, the conditions should include all information that NW needs for the configuration decision. In our view, at least the following information can be considered as potential conditions for functionality and model for CSI compression. 
· RS configuration for nominal input, e.g., numerologies, carrier frequency, bandwidth, frequency density, and number of antenna port
· Applicable NW deployment, e.g., gNB antenna/beam configuration, gNB antenna radiation pattern, paired decoder model information
· Reportable information, e.g., payload size of compressed CSI feedback, maximum rank of reported CSI, frequency granularity (sub-band size)
· Applicable channel property, e.g., received signal strength (RSRP/SINR), interference signal strength, LOS/NLOS condition, doppler information (UE speed) 
As these conditions are specific to sub use case, RAN 1 should discuss the potential conditions in each sub use case.
Proposal 4: Study what aspects should be considered as conditions indicated from UE to NW for CSI compression. At least the following information can be considered as potential conditions. 
· RS configuration for nominal input, e.g., numerologies, carrier frequency, bandwidth, frequency density, and number of antenna port
· Applicable NW deployment, e.g., gNB antenna/beam configuration, gNB antenna radiation pattern, paired decoder model information
· Reportable information, e.g., payload size of compressed CSI feedback, maximum rank of reported CSI, frequency granularity (sub-band size)
· Applicable channel property, e.g., received signal strength (RSRP/SINR), interference signal strength, LOS/NLOS condition, doppler information (UE speed) 
2.2.3. Paring of two-sided model
NW-UE collaboration level y does not support the model transfer. If the model transfer is supported, NW and UE can align the paired models by delivering one of paired model via 3GPP framework. However, in case of NW-UE collaboration level y, some mechanisms to align the paired trained models are necessary for two-sided models. 
Proposal 5: Study the mechanism to align the paired models for two-sided models.
One possible solution is to exchange the information of available models at each side between NW and UE before and during the model/functionality identification. Fig. 4 illustrates two examples of how NW and UE exchange the information of available two-sided models, In Case 1, the compatibility between the encoder and the decoder is checked by UE. In this example, UE firstly receives the assistance information including the decoder model ID before the model/functionality identification. If models paired to the reconstruction models in the assistance information are available at UE side, UE initiates the model/functionality identification. During the model/functionality identification, UE reports the information of generation models paired to the reconstruction models available at NW side. Then, compatibility for two sided models can be ensured. Case 2 is via the compatibility check by NW. During the model/functionality identification, UE informs the compatible decoder information associated with each model/functionality. With that information, NW can properly configure the model/functionality applicable to the NW side model.
These approaches can be performed without disclosing the proprietary model information. For instance, the ID representing the model can be used to identify the generation and reconstruction model. In such cases, UE and NW can discern whether certain model is the model paired to the available model at their side without knowing the parameters/structure of it.
Observation 2:  Approaches to pair the model at UE side and NW side for CSI compression can be categorized into two types: the compatibility check by UE and the compatibility check by NW.
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Figure 4. Two examples to pair the two-sided models. Case 1 is via the compatibility check by UE, and Case 2 is via the compatibility check by NW.
2.2.4. Quantization alignment
At the RAN1#112bis-e meeting, the agreement related to the quantization alignment was made [9].
Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact on quantization alignment, including at least: 
·       For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
·       For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.
· Quantization alignment using 3GPP aware mechanism.

Quantization alignment between UE side and NW is necessary to achieve the high performance in CSI compression. In CSI compression, the quantization alignment should be considered during model training as well as during model inference. Especially, the alignment during model training is essential for quantization-aware training, which outperforms the non-quantization-aware training based on the simulation results. However, we think 3GPP specification does not need to support the quantization alignment in case of offline training. When offline training is applied, the training procedure is expected to be managed by the offline co-engineering collaboration between UE side and NW side. Hence, the quantization alignment can be performed outside 3GPP as well. 
Several alignment approaches for model inference were identified in the discussion. One approach is to align the quantization implicitly via paring of two-sided models. Since the quantization part can be viewed as one part of model, the quantization alignment can be guaranteed if the compatibility of two-sided model is ensured. Thus, if offline training is applied and compatibility between the encoder and the decoder is ensured, it is not necessary to introduce the quantization alignment mechanism in 3GPP.
Observation 3:  if offline training is applied and compatibility between the encoder and the decoder is ensured, it is not necessary to introduce the quantization alignment mechanism in 3GPP.
2.2.5. Performance monitoring
At the RAN1#110bis-e meeting and the RAN1#112 meeting, the agreements related to performance monitoring were made [7][10]. 
Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection 
 
Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.

As captured in the above agreements, there are several performance monitoring metrics/methods in CSI compression. In this chapter, each performance monitoring approach is analysed from the accuracy, relevance, overhead, complexity and latency perspectives.
One approach to monitor the performance is based on inference accuracy by comparing the target CSI and the reconstructed CSI. This approach can monitor the purely model performance without other factors. Also, since the inference accuracy can be calculated at each time instance, it is possible to immediately detect the temporal performance degradation. In that case, the proper model/functionality operation (e.g., model/functionality switching and fallback operation) can be taken soon after the model failure. In CSI compression, the performance monitoring based on inference accuracy can be mainly categorized into three types as captured above: NW side monitoring based on the target CSI, UE side monitoring with NW indication of reconstructed CSI, and UE side monitoring with the reconstruction/proxy model at UE side.
NW side monitoring based on the target CSI can be depicted as Fig. 5. In this approach, UE reports results of model inference and the quantized target CSI so that NW can monitor how accurate model inference is based on comparison between reconstructed CSI and the quantized ground truth CSI. As it requires non-AI-based CSI feedback calculation and reporting in addition to AI-based CSI feedback, the overhead can be the disadvantage. Another concern is the accuracy of performance monitoring. The quantization error of non-AI-based CSI feedback could result in the inaccurate performance monitoring. In our companion contribution, the quantization error effect to the performance monitoring accuracy is evaluated according to the quantization granularity of ground truth data [3]. According to the simulation results, the performance monitoring accuracy can be maintained when the quantization granularity is not too large. 
Observation 4: NW side monitoring based on the target CSI can maintain the performance accuracy, when the quantization granularity is sufficiently small. 
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Figure 5. NW side monitoring with target CSI reporting.
Fig. 6 shows UE side monitoring with NW indication of reconstructed CSI. This model monitoring approach also suffers from the signalling overhead and quantization error due to the NW indication of reconstructed CSI report. On top of that, the additional signalling overhead for reporting the monitored results is required, as NW needs to know the monitored results for the upcoming operation determination. For those large overhead, UE side monitoring with NW indication of reconstructed CSI can be deprioritized.
Proposal 6: UE side monitoring with NW indication of reconstructed CSI can be deprioritized for performance monitoring of CSI compression.  
[image: ]
Figure 6. UE-side model monitoring with NW indication of reconstructed CSI.
One example of UE side monitoring with the reconstruction/proxy model at UE side is illustrated in Fig. 7. In this approach, UE is expected to have the paired decoder/proxy model outputting the reconstructed CSI or the intermediate KPI directly. Hence, the additional model storage and processing due to the reconstruction/proxy model at UE side is the drawback. However, the additional signaling overhead is not necessary to calculate the monitored performance metric.
Observation 5: The additional model storage and processing is required for UE side monitoring with the reconstruction/proxy model at UE side. However, the additional signalling overhead is not necessary to calculate the monitored performance metric.  
[image: ]
Figure 7. UE side monitoring with reconstruction model at UE side.
Empirical system performance is another performance metric. This metric can be obtained by observing the signals transmitted with the precoder based on the reconstructed CSI. The biggest advantage of this approach is the simplicity. Neither additional signalling nor measurement is needed to acquire the monitored performance. However, even if the monitored empirical system performance is low, it is difficult to discern if this deterioration is due to the active model. Hence, the feasibility of this performance metric should be evaluated 
Observation 6: Empirical system performance does not require the additional signalling and measurement. However, the relevance to the model performance is low compared to the inference accuracy KPI.
Input/output data distribution can be useful to discern if the data characteristic is the same between the model training stage and the model inference stage. If the statistical data characteristic is changed, the model performance also might change according to it. However, as the relevance of the data distribution to the model performance is questionable, the feasibility of the model monitoring based on input/output data distribution in CSI compression should be discussed before studying the specification impacts related to it.
Proposal 7: Discuss the feasibility of the performance monitoring based on system performance and the input/output data distribution in CSI compression, before the specification impact discussion related to it. 
In Table 2, the characteristics of each model monitoring approach is summarized. 
Table 2. Characterization of each model monitoring approach. 
	Model monitoring approach
	Relevance to the model performance
	Signaling overhead
	Complexity at UE side
	Latency

	NW side monitoring based on the target CSI
	High relevance
	Large
	Middle due to calculate reported ground-truth data
	Low latency to detect the model failure

	UE side monitoring with NW indication of reconstructed CSI
	High relevance
	Large
	Low
	Low latency to detect the model failure

	UE side monitoring with the reconstruction/proxy model at UE side
	High relevance
	Low
	High due to the reconstruction/proxy model at UE side
	Low latency to detect the model failure

	empirical system performance
	Low relevance
	Low
	-
	Large latency to detect the model failure

	input/output data distribution
	Low relevance
	Low
	High due to the drift detection
	Large latency to detect the model failure


Performance monitoring was studied to guarantee the performance in the actual field. If the model/functionality failure can be detected via performance monitoring soon after it occurs, the performance degradation due to model/functionality failure can be alleviated. Hence, it is beneficial to enable fast identification and fast recovery via performance monitoring. As can be seen in Table 2, some performance metrics are not suitable for the fast identification due to the large latency until detecting the model/functionality failure. Considering this latency aspect of performance monitoring, each performance monitoring should be studied. In the remaining part of this chapter, the feasibility and the potential specification impacts of real time performance monitoring are discussed.
When NW side monitoring based on the target CSI is applied, UE is supposed to report the corresponding ground-truth CSI for performance metric calculation at NW side. In order to immediately detect the model/functionality failure, the ground-truth CSI needs to be reported frequently. However, it results into the large overhead to calculate the performance metric, which is against the motivation of introducing the CSI compression. 
On the other hand, UE side monitoring with the reconstruction/proxy model does not require additional reporting before the calculated performance metrics. Instead, UE is supposed to report the calculated performance metrics or event occurrence, e.g., event informing that the calculated performance metric satisfies some configured/pre-defined thresholds. In this case, the reporting overhead is not a big issue, as the expected payload size representing that information is small.
Proposal 8: Study the L1/L2 reporting of the event occurrence or/and calculated performance metrics for real time performance monitoring, assuming UE side monitoring with the reconstruction/proxy model.
Another concern for real time performance monitoring is the measurement overhead. However, the additional measurement is not necessary for performance monitoring in CSI compression, since the measurements for model inputs can be reused to calculate the performance metric.
To utilize the fast identification of model/functionality failure, signalling to enable the fast recovery from the failure should be studied. Since AI/ML-enabled feature does not provide as a robust performance as non-AI based approach, the fast switching to the fallback operation from the model/functionality providing poor performance is beneficial to reduce the model/functionality failure duration. This fast-switching mechanism in the CSI compression should be further studied.
Proposal 9: Study the L1/L2 signalling for the fallback operation indication to reduce the model/functionality failure duration.
2.3. Reporting framework
When CSI compression is applied, the encoded bits are reported. As the encoded bits represent CSI, it is reasonable to reuse the CSI reporting mechanism. However, RAN1 has not sufficiently discussed the feasibility of reusing the CSI reporting mechanism for encoded bits reporting. In this section, the feasibility of reusing legacy CSI reporting framework for CSI compression is discussed. If there is no technical issue, the existing CSI reporting framework should be reused for CSI compression.
Proposal 10: Reuse legacy CSI reporting principle, unless technical issue is observed.
2.3.1. CSI payload size
At the RAN1#112 meeting, the agreement related to the CSI payload size determination was made as follows [4]. 
Agreement
In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report: 
· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.
· How UE determines/reports the actual CSI payload size and/or other CSI related information within constraints configured by the network.

Basically, NW configuration determines the possible CSI payload size. However, when the possible CSI payload size are multiple values, UE could determine and report one of them. In the existing framework, CSI payload size is not explicitly configured or reported. Instead, CSI payload size can be implicitly calculated from the NW configuration and the reported information by UE. For example, NW configuration determines what information is reported via the combination of parameters, and UE reports the rank information of reported precoding matrix in the same reporting instance. This principle could be reused for CSI compression as well. Instead of the explicit indication/configuration of CSI payload size, the possible CSI payload size can be calculated implicitly from the parameter configured by rank restriction and the possible list of encoder models/functionalities. Within the constraints configured by NW, UE determines and reports the rank and functionality/encoder model ID. Then, NW can implicitly calculate the reported CSI payload size. One potential concern of this approach could be the adaptive model. When one physical model is the adaptive model that can output different payload sizes, encoder model ID is not enough to identify the payload size. However, this issue can be solved by assigning the different logical model IDs or functionalities per payload size within one physical adaptive model. 
Proposal 11: It is unnecessary to explicitly indicate/configure the CSI payload size. Instead, CSI payload size can be implicitly calculated based on the rank and model ID/functionality information. 
2.3.2. CQI calculation
Even though the most of the existing CQI frameworks can be reused when the reconstructed CSI type is a precoding matrix, some enhancements are necessary so that CQI is applicable to the CSI compression. In the current framework, the CQI is calculated by UE assuming that the precoding matrix derived from the reported PMI is applied. If PMI is replaced by the encoded bit information, how to assume a precoding matrix for CQI calculation needs to be specified for CSI compression scenarios. Also, unless the decoder is deployed at UE in addition to the encoder, the reconstructed CSI is not available at UE. In that case, UE is not fully aware of the precoding matrix reconstructed at gNB. At the RAN1#112 meeting, the agreement related to CQI determination was made [4]. 
Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead

Option 1a is the simplest approach to calculate CQI based on the target CSI. The drawback of this approach is that the calculated CQI could be exaggerated due to the gap between the target CSI and the reconstructed CSI. The same issue exists in Option 1b and Option 1c. On the other hand, Option 2a and Option 2b can provide the CQI calculated based on the reconstructed CSI. However, Option 2a requires the additional processing and additional model only for the CQI calculation, and Option 2b results in the large latency to obtain the CQI. Thus, all Options have pros and cons.
If the accurate CQI is obtained, the proper MCS can be selected. However, CQI is not the only reference for the MCS selection. For example, HARQ-ACK mechanism can help MCS selection via closed-loop mechanism. Hence, the accurate CQI is not essential in the operation. As long as reported CQI can be useful as the rough reference for MCS selection, it is sufficient from the operation perspective. Also, the simulation results show that CQI based on the target CSI provides almost the same performance as CQI based on the reconstructed CSI in our companion contribution [3]. From these point of view, Option 1a seems sufficient enough as CQI for CSI compression. 
Observation 7: There is another mechanism to help MCS selection, such as HARQ-ACK mechanism, in addition to CQI reporting.
Proposal 12: CQI calculated based on target CSI is sufficient for CSI compression.
2.3.3. Channel for CSI reporting
In the existing 5G NR framework, subband type II codebook can be reported only on PUSCH due to the expected overhead. Even though CSI compression can reduce the signalling overhead, the signalling overhead is expected to be larger than wideband type II codebook. Therefore, it is reasonable to reuse the same constraint as subband type II codebook about channel for CSI reporting. 
Observation 8: For CSI compression, the constraint on channel for CSI reporting can be the same as subband type II codebook.
2.3.4. Priority rule and mapping order
CSI reporting consists of two parts, where CSI part 1 (e.g., RI, CQI) has a fixed payload size to identify CSI part 2 payload (e.g., subband information in PMI). The same principle can be reused in CSI compression. For example, the encoder model information and rank information are included in CSI part 1, while compressed bits are reported in CSI part2. With this approach, the compression ratio or payload size of compressed bits can be identified based on CSI part 1.
Observation 9: For CSI compression, CSI reporting can consist of two parts; CSI part 1 including RI/encoder model ID/CQI, and CSI part 2 including compressed bits.
Also, the priority rules for CSI collision handling and CSI omission can be basically reused for CSI compression. For instance, the priority values associated with the CSI reports can be calculated with the existing formula specified in 5.2.5 in 38.214. One incompatible mechanism to CSI compression is the priority reporting level within the compressed bits. As the compressed bits are not dividable, the priority reporting level cannot be defined in the same manner as other type 2 codebooks. Hence, it is better to study the priority reporting level for CSI part 2 compatible with CSI compression.
Observation 10: For CSI compression, the legacy priority rules for CSI collision handling and CSI omission can be reused except for the priority reporting level within the compressed bits. 
Proposal 13: For CSI compression, the legacy priority rules for CSI collision handling and CSI omission can be reused except for the priority reporting level within the compressed bits. 
3. Conclusion
In this contribution, we discussed the sub use-cases and potential specification impacts on AI/ML for CSI feedback enhancements. Based on the discussion we made the following observations and proposals.
Observation 1: Characteristics of type 4 training procedure can be summarized as Table 1. 
Observation 2:  Approaches to pair the model at UE side and NW side for CSI compression can be categorized into two types: the compatibility check by UE and the compatibility check by NW.
Observation 3:  if offline training is applied and compatibility between the encoder and the decoder is ensured, it is not necessary to introduce the quantization alignment mechanism in 3GPP.
Observation 4: NW side monitoring based on the target CSI can maintain the performance accuracy, when the quantization granularity is sufficiently small. 
Observation 5: The additional model storage and processing is required for UE side monitoring with the reconstruction/proxy model at UE side. However, the additional signalling overhead is not necessary to calculate the monitored performance metric.  
Observation 6: Empirical system performance does not require the additional signalling and measurement. However, the relevance to the model performance is low compared to the inference accuracy KPI.
Observation 7: There is another mechanism to help MCS selection, such as HARQ-ACK mechanism, in addition to CQI reporting.
Observation 8: For CSI compression, the constraint on channel for CSI reporting can be the same as subband type II codebook.
Observation 9: For CSI compression, CSI reporting can consist of two parts; CSI part 1 including RI/encoder model ID/CQI, and CSI part 2 including compressed bits.
Observation 10: For CSI compression, the legacy priority rules for CSI collision handling and CSI omission can be reused except for the priority reporting level within the compressed bits. 
Proposal 1: Categorize type 3 and type 4 training procedure (sequential training) as follows. 
· Type 3: sequential training via the dataset delivery
· Step 1 Joint training at one side
· Step 2 Delivery of the dataset produced by trained encoder/decoder to the other side
· Step 3 Training encoder/decoder based on the delivered dataset within the other side  
· Type 4: sequential training via the gradient exchange
· Step 1: Joint training at one side
· Step 2: Share the common dataset for training at Step 3
· Step 3: Training encoder/decoder at the other side via FP/BP exchange with the frozen decoder/encoder
Proposal 2: Study pros and cons of the type 4 training procedure in the aspects agreed to study. 
Proposal 3: Clarify what model is identified by model ID in the two-sided model. Until the clarification is made, it is better to introduce paired model ID, encoder model ID, and decoder model ID for the discussion purpose.
Proposal 4: Study what aspects should be considered as conditions indicated from UE to NW for CSI compression. At least the following information can be considered as potential conditions. 
· RS configuration for nominal input. E.g., numerologies, carrier frequency, bandwidth, frequency density, and number of antenna port
· Applicable NW deployment. E.g., gNB antenna/beam configuration, gNB antenna radiation pattern, paired decoder model information
· Reportable information. E.g., payload size of compressed CSI feedback, maximum rank of reported CSI, frequency granularity (sub-band size)
· Applicable channel property. E.g., received signal strength (RSRP/SINR), interference signal strength, LOS/NLOS condition, doppler information (UE speed) 
Proposal 5: Study the mechanism to align the paired models for two-sided models.
Proposal 6: UE side monitoring with NW indication of reconstructed CSI can be deprioritized for performance monitoring of CSI compression.  
Proposal 7: Discuss the feasibility of the performance monitoring based on system performance and the input/output data distribution in CSI compression, before the specification impact discussion related to it. 
Proposal 8: Study the L1/L2 reporting of the event occurrence or/and calculated performance metrics for real time performance monitoring, assuming UE side monitoring with the reconstruction/proxy model.
Proposal 9: Study the L1/L2 signalling for the fallback operation indication to reduce the model/functionality failure duration.
Proposal 10: Reuse legacy CSI reporting principle, unless technical issue is observed.
Proposal 11: It is unnecessary to explicitly indicate/configure the CSI payload size. Instead, CSI payload size can be implicitly calculated based on the rank and model ID/functionality information. 
Proposal 12: CQI calculated based on target CSI is sufficient for CSI compression.
Proposal 13: For CSI compression, the legacy priority rules for CSI collision handling and CSI omission can be reused except for the priority reporting level within the compressed bits. 
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