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Introduction
In RAN#94-e, Rel-18 new study item on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” is endorsed. The objective of the study item is as follows.
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

For the use cases under consideration:

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.



In this contribution, we will provide our view on AI/ML for positioning, including the general consideration for applying AI in positioning and also the preference of representative sub use cases and the corresponding specification impact.
General consideration on using AI in Positioning
As discussed in companion contribution, artificial intelligence (AI)/ machine learning (ML) have two phases in general, training/learning and inference phase. During the training phase, In the consideration of AI/ML structure, an AI model will be trained based on (massive) training input data and the training output corresponding to these training input data. Thus, the updated/trained weighting/offset will be obtained after the training phase is completed.  Further, the trained model could be tested/validated so that it could be actually applied to inference phase for a particular purpose, i.e., the positioning in our discussion.
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Fig.1 general AI/ML structure

On the other hand, in the existing framework of RAT-dependent positioning schemes from R15 to latest R17, the following steps are generally required for the positioning procedure:
[image: ]
Fig.2 general positioning structure

1. A service requiring positioning location information activated;
2. The positioning request is activated;
3. LMF determines the suitable methods, RS configuration etc, and corresponding signalling exchange;
4. UE will conduct the RS measurement (i.e., DL based methods) and/or RS transmission (i.e., UL based methods),  
5. UE/gNB will obtain the measurement results (i.e., RSRP related and/or timing related);
6. With potential measurement results exchange, the positioning location is derived eventually.

In the study of RAT-dependent positioning methods, no matter timing based and/or angle based, they are highly dependent on the environment. For example, in the heavy NLoS situation, even the estimation of the timing of arrival (TOA) is ideal. The information can barely help the final positioning estimation since the true LoS distance is missing. Thus in such scenario where the legacy methods are merely useful, the AI based method are expecting to jump in. This is a direction that using philosophy of math cannot achieve.
Observation 1: the use cases in which legacy positioning methods cannot work well could be prioritized to check whether AI based methods could work.

Pos related AI/ML model management
During last meeting, five cases have been agreed to be studied for AI for positioning purpose.

Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

In the past discussion, there were quite a lot of aspects proposed to be studied in AI/ML model management. In the following, several interesting aspects are discussed for which we think are important for applying the AI/ML model in actual usage. 
Training data collection/update 
One essential aspect is to obtain a qualified training data, as it could not only be beneficial for the original model training  but it could also help the model update/finetuning if there is. The qualified training data means the accurate input data (e.g., the CIR measurement etc.) and/or the accurate label (e.g., the UE location information). But how to obtain this information is a question. One possible direction is that using whatever offline method/equipment to derive in the actual scenarios, e.g., using the PRU like device to contribute. But if this is purely relying on the implementation, then there will be no control on the training data quality, it could jeopardize the utilization of AI/ML model. So it’s preferable for RAN1 to study the training device (which is the training data provider) about their criteria, e.g., how/which/when a device could be training device. For a simple example, probably when a UE holds a good channel condition and holds a confident accurate location information could be a training device. And responding to the request, such training device could provide training data under certain conditions.
In addition, given some needed training data type is aligned with existing measurement outcome of RAT-dependent positioning method, such as the RSRP, TOA of the received signal or even a particular path of the received signal. Some extension of the reporting could be fit into the data collection, e.g., enlarge the report size. In that sense, the current signaling framework of the measurement-report could be used to training data collection, at least for a starting point. 
The summary of the data collection/update for agreed 5 cases are given in following table.
	Case 
	Data source/entity
	Applicable ground truth label
	Training data

	Case 1
	UE/PRU
	Location estimation/ Intermediate outcome
	CIR

	Case 2a
	UE/PRU
	Intermediate outcome
	CIR

	Case 2b
	UE/PRU
	Location estimation of UE
	CIR

	Case 3a
	TRP
	Intermediate outcome
	CIR

	Case 3b
	TRP
	Location estimation of UE
	CIR



Proposal 1: RAN1 to study the training data collection criteria, e.g., the qualified training device determination.
Proposal 2: Current signaling framework of the measurement-report could be used as starting point to enable training data collection

For the training data collection, it was identified with PRU related usage in all 5 cases, however, the usage of normal UE and gNB is under FFS. There could be two aspects for further discussion.
One is that, whether the usage of PRU is always error-proved? When talking about the PRU, one might image it’s the ideal device can measure/transmit any signal the system wanted or the location of it is perfectly known and flawless. However, we may think this is not always true. From existing spec description, we can see such PRU is treated a UE with known location. So as a UE, it may claims that it can be a PRU, but this doesn’t mean it is always qualified to provide required data for one determined AI/ML model. If such UE is a normal UE basis, then it is moving or having other communication activity to do. Thus limited by the power, by the channel condition or others, the PRU wished function might not be provided at certain time. That’s to say, only under certain condition, the UE as PRU could provide matched data as wished. Even if the UE is specified implemented and fixed device for the positioning purpose, then the question will be whether the data collected is good enough or the quantity is sufficient, or the experienced channel is wide enough for the training the model to be used in the cell. 
Observation 2: a UE claimed to be PRU is not always enough for data collection purpose. 
Another discussion point is related to the first one, which is for normal UE and TRP, could they be the data source? From our view, the answer is yes. The reason is similar, the status of the node (no matter it’s a UE/TRP/PRU) matters much more when determining whether such node could provide wanted data or not. Since for a cell, the number of traveling UE could be many more than the specifically implemented PRU device, and the fruitful channel data could be coming from these UE/TRP measurement. 
As for the label, as simulation shows, the AI/ML model is not that sensitive to labeling error. So as long as we keep the label error to the acceptable range (which we think that could be regarded as ground truth label) based on the service the cell wants to provide, the label from the normal UE and TRP could be used as data source 
Proposal 3: PRU/UE/TRP could be used to generate the ground truth label under certain condition, including: whether the status of the PRU/UE/TRP matches the requirement of the model training, FFS details.
Model validation
Once a trained model is generated, or obtained from other side instead of the model user itself. One important thing is to ensure such model is indeed useful, or to say, valid for current usage with such model user. Unlike the computer science scenarios that the AI model may be used to handle the image/video/text which are not impacted by the timing varying environment. The channel condition are vital for the actual usage of the AI model especially for positioning purpose. Thus, a validation process for a trained/obtained model should be studied. It is noticed that the test/verify step could be implemented within the model itself. However, that step could only be related to verify the effectiveness of the model under the character of the training data type. For example, the full size of CIR, or truncated CIR, or even single CIR of first path could be used a training input, the testing/verifying inside the model are done in the training process under certain CIR choice. But the model validation mentioned here is aside the training process, it is preferable to know whether or not the trained model obtained a certain time ago are still valid for coming usage. 
Proposal 4: RAN1 to study the validation of the trained/obtained AI/ML model before actually apply it, consider following:
· validity performance metric, e.g., positioning error between the model output (given input of PRU) and PRU’s location. 
· Validation data collection

Model monitoring
Assuming a (valid) AI/ML model is putting in use. The monitoring procedure is necessary to track whether such model is efficient during the it’s working period. For monitoring operation, following several aspects are under our consideration:
· Monitoring metric
As being discussed and agreed in last meeting, the monitoring metrics could be based on the model input and model output. We think the logic is quite natural, the model could have some preferred model input and/or the target model output (e.g., positioning coordinates in direct positioning or intermediate measurement in AI assisted positioning). Thus based on the change of the model input or output, one can judge whether a model should be kept as it is or not. However, in addition to the input or output tied to the model, there are some other metrics might be helpful to decide as well, e.g., using L1 RSRP or SNR level to make a judgement on whether the channel condition is suitable to use such model or not. 
· Monitoring procedure
For different monitoring metrics, it may involve different operation. For example, for measurement-based metrics, no matter is input related or not, to get the cared measurement, some related resource configuration could be helpful, e.g., reference signal (e.g., PRS/SRS) configuration(s) or resource identification and some monitoring procedure management (e.g., when to start, when to stop, how often to generate one monitoring outcome, whether it’s one time decision or accumulated decision etc). 
Proposal 5: other measurement metrics like L1 RSRP/SNR level could be considered as monitoring metric;
Proposal 6: monitoring operation related aspects needs to be considered, including:
· Potential monitoring specific resource determination
· Monitoring procedure (e.g., initialization, periodic/a-periodic)

Model recovery/update
Based on the monitoring outcome, if the monitoring shows the performance is still acceptable, the model could be kept, however, if the monitoring results show the model is not performing well, then what the UE should do? One choice is to directly terminate such model. This is a simple but not constructive choice. The UE is under the situation of hoping using a AI/ML model for positioning. So instead, the more reasonable choice is to do a model recovery or update. To make the model get recovered/updated, and become more suitable for current environment, such model recovery or update should be studied for aspects like how to determine a model need to be recovered or updated, and then how to recovery/update. 
For condition to update the model, there could be two types of condition, one is the event based condition, the other is the timer/counter based condition. The former one is based on the monitoring of changing on a target subject, for example, if the channel condition (e.g., measured RSRP, pathloss) has varied larger than a threshold, or, the collected input data is not less than the required amount or required quality for the existing model, it can trigger the update of the existing model. The latter one is more like periodically updating process. Regardless the change of environment, the model will run into the update procedure if the timer or counter has reached a certain amount, and such timer or counter will be (re)set when the model has been enabled or updated.
Proposal 7: RAN1 to study the condition/methods to recovery/update a AI/ML model for positioning, e.g., event based condition or timer/counter based condition.

Conditions discussion
In last meeting, it is triggered the discussion on the applicable conditions for either functionality-based LCM or model ID based LCM. To our understanding, the functionality-based LCM will be based on the UE’s supported configurations related to a certain function and also the gNB’s supported configurations. For example, the UE could report a number of supported UE capability which indicates the combinations of possible configurations. But gNB might also make judgement on what kind of the related configurations it can give to UE under given circumstances. Then regarding the suggested aspect on which aspects should be specified as conditions of a Feature/FG, from a UE perspective, there could be, on data collection for training, inference or monitoring, the size/type of collected measurement from UE itself, and the size/type of indicated measurement from gNB or other nodes. These information could be useful to determine the supported configuration from UE point of view. Regarding the model-ID based LCM, the related necessary configuration should be included in the model description corresponding to that ID, so that the decision could be made on whether a model is suitable or not for a certain UE or gNB or scenario.
Proposal 8: for functionality-based LCM, the measurement related configuration (supported resource, measurement, report) could be considered as candidate conditions.
Proposal 9: for model-ID-based LCM, the related necessary configuration should be included in the model description corresponding to that ID.

Conclusion
This contribution discusses the UE features for NR positioning enhancements. The proposals are summarized as follows: 
Observation 1: the use cases in which legacy positioning methods cannot work well could be prioritized to check whether AI based methods could work.
Proposal 1: RAN1 to study the training data collection criteria, e.g., the qualified training device determination.
Proposal 2: Current signaling framework of the measurement-report could be used as starting point to enable training data collection
Observation 2: a UE claimed to be PRU is not always enough for data collection purpose. 
Proposal 3: PRU/UE/TRP could be used to generate the ground truth label under certain condition, including: whether the status of the PRU/UE/TRP matches the requirement of the model training, FFS details.

Proposal 4: RAN1 to study the validation of the trained/obtained AI/ML model before actually apply it, consider following:
· validity performance metric, e.g., positioning error between the model output (given input of PRU) and PRU’s location. 
· Validation data collection
Proposal 5: other measurement metrics like L1 RSRP/SNR level could be considered as monitoring metric;
Proposal 6: monitoring operation related aspects needs to be considered, including:
· Potential monitoring specific resource determination
· Monitoring procedure (e.g., initialization, periodic/a-periodic)
Proposal 7: RAN1 to study the condition/methods to recovery/update a AI/ML model for positioning, e.g., event based condition or timer/counter based condition.
Proposal 8: for functionality-based LCM, the measurement related configuration (supported resource, measurement, report) could be considered as candidate conditions.
Proposal 9: for model-ID-based LCM, the related necessary configuration should be included in the model description corresponding to that ID.
Annex – RAN1#109e~110b-e agreement
RAN1#109e agreement
Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case

Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 

Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1


RAN1#110 agreement
Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results

Conclusion
Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.

Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded

Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded

Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above 

RAN1#110bis-e
Conclusion
· Defer the discussion of prioritization of online/offline training for AI/ML based positioning until more progress on online vs. offline training discussion in agenda 9.2.1.

[bookmark: _Hlk118299833]Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded


Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data

RAN1#111

Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.


Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed



Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305



Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data

Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network

Agreement
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.
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Agreement
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
· Network entity generates ground truth label based on positioning methods
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is for further study

Agreement
Regarding training data collection for AI/ML based positioning, study benefit(s) and potential specification impact (including necessity) at least for the following aspects
· Associated information of training data
· Quality indicator at least for ground truth label (if needed)
· Other information associated with training data is not precluded. E.g., information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance signaling and procedure to facilitate generating/collecting training data
· Potential determination of the UE/PRU/TRP which can provide the training data
· Configuration of reference signal (for measurement and/or label) 
· Signaling other than above 2 for data collection
· E.g., requested quality of training data

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded


Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· RS configurations
· Other assistance information is not precluded 

Note: Companies are encouraged to report their assumption of functionality and their assumption of information element(s) of AI/ML functionality identification for AI/ML based positioning with UE-side model (Case 1 and 2a).
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Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective


Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded



Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification
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