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Introduction
In 3GPP RAN1 #112bis-e, some agreements on the evaluation on AI/ML based CSI feedback enhancement have been made as follows [1]. In this contribution, we present our views on various aspects, including evaluation methodology, KPI and some preliminary results on AI/ML for CSI feedback enhancement based on [1][2].
Agreement
For the rank >1 options under AI/ML-based CSI compression, for a given configured Max rank=K, the complexity of FLOPs is reported as the maximum FLOPs over all ranks each includes the summation of FLOPs for inference per layer if applicable, e.g.,
· Option 1-1 (rank specific): Max FLOPs over K rank specific models.
· Option 1-2 (rank common): FLOPs of the rank common model.
· Option 2-1 (layer specific and rank common): Sum of the FLOPs of K models (for the rank=K).
· Option 2-2 (layer specific and rank specific): Max of the FLOPs over K ranks, k=1,…K, each with a sum of k models.
· Option 3-1 (layer common and rank common): K * FLOPs of the common model.
· Option 3-2 (layer common and rank specific): Max of the FLOPs over K ranks, k=1,…K, each with k * FLOPs of the layer common model.
Agreement
For the rank >1 options under AI/ML-based CSI compression, the storage of memory storage/number of parameters is reported as the summation of memory storage/number of parameters over all models potentially used for any layer/rank, e.g.,
· Option 1-1 (rank specific)/Option 3-2 (layer common and rank specific): Sum of memory storage/number of parameters over all rank specific models.
· Option 1-2 (rank common): A single memory storage/number of parameters for the rank common model.
· Option 2-1 (layer specific and rank common): Sum of memory storage/number of parameters over all layer specific models.
· Option 2-2 (layer specific and rank specific): Sum of memory storage/number of parameters for the specific models over all ranks and all layers in per rank.
· Option 3-1 (layer common and rank common): A single memory storage/number of parameters for the common model.
Agreement
· To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, the model monitoring methodology is considered as:


· Step1: Generate test dataset including K test samples
· FFS how to obtain the K test samples
· Step2: For each of K test samples, a bias factor of monitored intermediate KPI () is calculated as a function of , where  is the actual intermediate KPI, and  is the genie-aided intermediate KPI.
· Step3: Calculate the statistical result of the  over K test samples which represents the monitoring accuracy performance.
· Note:  is introduced for the evaluation and comparison purpose; it may not be available in the real network.
· Note: the complexity, overhead and latency of the monitoring scheme are reported by companies. FFS how to evaluate latency.
Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample  is considered for
· Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where
·  is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.
·  is calculated with output CSI (as for ) and the ground-truth CSI of Float32.
· Note: if Float32 is used for , the monitoring accuracy is 100% if  and  are based on the same CSI sample. 
· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:
· Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.
· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%
· Case 2-2: the proxy model directly outputs intermediate KPI ()
·  is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.
· FFS whether/how to evaluate the generalization performance of the proxy model.
· Case 3: others are not precluded
Conclusion
For the evaluation of CSI enhancements, when reporting the computational complexity including the pre-processing and post-processing, the complexity metric of FLOPs may be reported separately for the AI/ML model and the pre/post processing.
· How to calculate the FLOPs for pre/post processing is up to companies.



· While reporting the FLOPs of pre-processing and post-processing the following boundaries are considered.
· Estimated raw channel matrix per each frequency unit as an input for pre-processing of the CSI generation part
· Precoding vectors per each frequency unit as an output of post-processing of the CSI reconstruction part
Agreement
For the evaluation of CSI compression, companies are allowed to report (by introducing an additional field in the template to describe) the specific CQI determination method(s) for AI/ML, e.g.,
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW
· Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW
· Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder
· Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation
· Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment
· Option 1c: CQI is calculated based on traditional codebook
· Other options if adopted, to be described by companies
Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression,  is in forms of
· Option 1: Gap between  and , i.e. ; 
· Monitoring accuracy is the percentage of the samples for which , where  is a threshold of the intermediate KPI gap.
· Option 2: Binary state where  and  have different relationships to their threshold(s), i.e., , where  can be same or different from 
· Monitoring accuracy is the percentage of the samples for which .
· FFS other metrics: Misdetection, False alarm, etc.
· FFS the values of , , .
· FFS whether/how to evaluate the monitoring metrics for Rank>1

Agreement
For the AI/ML based CSI compression, for the submission of simulation results to the RAN1#113 meeting, for Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· Benchmark: R16 eType II CB; 
· Others can be additionally submitted, e.g., Type I CB.
· Input/Output type: Eigenvectors of the current CSI
· Other can be additionally submitted, e.g., eigenvectors with additional past CSI, eType II-like input, raw channel matrix, etc.
· Ground-truth CSI quantization method: Float32, i.e., without quantization
· Other high resolution CSI quantization methods can be additionally submitted for comparison, e.g., R16 Type II-like method with new parameters, scalar quantization, etc.
· Rank/layer adaptation settings for rank>1: Option 3-1, i.e., layer common and rank common
· Other rank>1 options can be additionally submitted for comparison, e.g., Option 1-1/1-2/2-1/2-2/3-2.
· Quantization method: quantization-aware training (Case 2-1 or Case 2-2)
· Quantization non-aware training can be additionally submitted for comparison
· SQ and/or VQ is up to companies; companies are encouraged to provide results of various cases for comparison.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.


Discussion on CSI compression
Quantization issue
As agreed in RAN 1#111 the quantization issue of CSI feedback for CSI compression sub use case should be studied. From our understanding, a basic principle is the quantization/dequantization method should be aligned between UE and NW.  According to whether the quantization/dequantization function is involved in the AI model training phase, Case 1 and Case 2 are agreed for quantization non-aware training and quantization aware training, respectively. Moreover, Case 2-1 and Case 2-2 are further defined based on whether the quantization method/parameters are updated together during the AI model training. 
From our understanding, different training types on the use of quantization schemes should also be considered. For training type 1, it is quantization non-aware and the alignment of quantization modules can be solved through implementation. For training type 2 and type 3, they are quantization aware training, especially when quantization modules are involved in the CSI model training process, it may be necessary to specify the quantization methods to ensure the encoder and encoder to be well trained and could work together. 
[bookmark: _Ref134794583]Proposal 1: For training collaborative Type3, study whether/how to align the quantization and dequantization method between UE and NW.
As agreed in RAN 1#112bis-e, the quantization-aware training is encouraged as the baseline assumption, whether scalar quantization (SQ) or vector quantization (VQ) is utilized up to companies. In our contribution, the comparison on different quantization schemes is presented in Table 1.
[bookmark: _Ref134449600]Table 1 Comparison on different quantization schemes
	Quantization
	2bit SQ
	3bit SQ
	VQ method 1
	VQ method 2
	2bit/3bit mixed SQ

	SGCS
	0.846
	0.852
	0.869
	0.853
	0.878


Here the UMa#595k and UMa#5k are used for training and testing, respectively with 174bit CSI feedback payload. Two kinds of VQ methods with different hyper-parameters are given as VQ method 1 and VQ method 2, respectively. The 2bit/3bit mixed SQ is a kind of non-uniform quantization SQ, where the former 90bits is 3bit quantized from 30 float numbers and the later 84bits is 2bit quantized from 42 float numbers. Firstly, the 2bit/3bit mixed SQ achieves highest SGCS performance with about 1% gain than VQ method 1 and 3% gain than 3bit SQ. The SGCS for both uniform SQ with 2bit and 3bit are inferior than VQ and 2bit/3bit mixed SQ. 
Actually, VQ with well-chosen hyper-parameters is potential of achieving higher SGCS performance than 2bit/3bit mixed SQ. However, the optimization of hyper-parameters for VQ training with different CSI feedback payloads is very time-consuming, and the alignment between UE and NW side in Type 3 training is also difficult.  As comparison, the alignment between UE and NW side for non-uniform SQ (e.g. 2bit/3bit mixed SQ) is easy to realize. Therefore, we prefer to use non-uniform SQ (e.g. 2bit/3bit mixed SQ) during quantization-aware training.
[bookmark: _Ref134794274]Observation 1: Regarding quantization-aware training, non-uniform SQ (e.g. 2bit/3bit mixed SQ) achieves higher SGCS performance than uniform SQ and VQ.
[bookmark: _Ref134794591]Proposal 2: Suggest to use non-uniform SQ (e.g. 2bit/3bit mixed SQ) for quantization-aware training.
Generalization
As for generalization issue, the input/output CSI dimension keeps the same with different configuration(s)/scenario(s) for both training and inference stages. Therefore, the AI/ML model trained on one dataset with Scenario#A/Configuration#A or mixing dataset from multiple scenarios/configuraions can be directly inferenced/tested on dataset from Scenario#A/Configuration#B or Scenario#B/Configuraion#B. 
Firstly, the generalization performance on different scenarios, such as various deployment scenarios (e.g., UMa, UMi, InH), various outdoor/indoor UE distributions for UMa/UMi (e.g. 10:0, 8:2, 5:5, 2:8, 0:10), various carrier frequencies (e.g. 2GHz, 3.5GHz) and other aspects (e.g. antenna spacing, antenna virtualization, ISDs, UE speeds, etc.) can be evaluated. 
Secondly, the generalization performance on different configurations, such as various bandwidths (e.g. 10MHz, 20MHz), various antenna layouts, e.g., (N1/N2/P), other aspects of configurations (e.g. various numerologies, various rank numbers/layers, etc.) which have no effect on the input/output dimension of AI/ML model, can be evaluated. 
However, although the baseline SLS EVM has been agreed to construct the dataset, there are still multiple kinds of combinations of scenarios and configurations to generate different mixing datasets for generalization evaluation. From our opinion, in the initial stage, companies are encouraged to provide generalization performance results on various kinds of datasets as diverse as possible to get more insights about AI-based CSI compression. In the second stage, it would be better to construct one or several typical dataset(s) with aligned mixed configuration(s)/scenario(s) to draw the conclusion on generalization performance in this SI. 
Scalability
For scalability issue, different input/output dimensions for various configurations with one AI/ML model should be studied, including various frequency granularities (e.g. size of sub-band), various size of CSI feedback payloads, various antenna port numbers (e.g. 32ports, 16ports) and other aspects of configurations which lead to different input/output CSI dimensions. 
In current stage, since the scalability issue has not been well studied, companies are encouraged to provide the details of methodologies to achieve the scalability of AI/ML model, including the pre-processing on the input and post-processing on the output of the AI/ML model, and the advanced training method to obtain the AI/ML model with good scalability. 


[bookmark: _Ref134453878]Figure 1: Zero-padding pre-processing on the input CSI of the encoder: (a) zero-padding on antenna port dimension; (b) zero-padding on sub-band dimension
Specifically, the zero-padding pre-processing on the input CSI of the encoder at the UE side can be utilized. For example, as shown in Figure 1(a), the AI/ML model trained on dataset from Configuration#A with 32 port can be inferenced/tested on dataset from Configuration#B with 16 port and zero-padding on the antenna port domain. Similarly, as shown in Figure 1(a), the AI/ML model trained on dataset from Configuration#A with 13 sub-band can be inferenced/tested on dataset from Configuration#B with 8 sub-band and zero-padding on the sub-band domain. 
Meanwhile, the clipping post-processing on the output CSI of the decoder at the NW side should be utilized correspondingly. For example, for Figure 1(a), the output CSI on the first 16 port should be reserved with real CSI input and another part of output CSI on the latter 16 port should be clipped with zero-padding input. For Figure 1 (b), the output CSI on first 8 sub-band should be reserved with real CSI input and another part of output CSI on the latter 5 sub-band should be clipped with zero-padding input.
For different CSI feedback payloads, referred to as the output of encoder and the input of decoder, the bitstream truncation operation can be considered. Specifically, we have two kinds of datasets from Configuration#A with CSI feedback payload  bits and Configuration#B with CSI feedback payload  bits with . When the AI/ML model trained on Configuration#A is adopted on Configuration#B, the first  bits can be reserved, and the latter  bits can be truncated during the interface feedback. Then, the truncated   bits can be regarded as default 0 or 1 for the decoder input.
For the scalability evaluation, we also suggest that companies to report the details of methods and configurations in current stage. Next, it would be better to construct one or several typical dataset(s) with aligned different configurations to draw the conclusion on scalability performance in this SI. 
Based on the above discussions, we have the following proposals:
[bookmark: _Ref134794595]Proposal 3: For scalability evaluation, zero-padding, clipping and truncation can be considered for pre-processing and post-processing.
Fine-tuning
For generalization evaluation, Case 1, Case 2 and Case 3 have been agreed in RAN1 #110bis-e to evaluate the generalization performance of AI/ML based CSI feedback. And the potential performance benefits of fine-tuning for CSI feedback can be optionally considered by companies. However, we think some important points about fine-tuning should be studied before performance evaluation and drawing conclusions.
First of all, the EVM for fine-tuning should be defined. In Case 2A, the AI/ML model is trained on dataset from Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g. Scenario#B/Configuration#B, Scenario#A/Configuration#B. Here, we denote the dataset from Scenario#A/Configuration#A as original dataset, and the dataset different than Scenario#A/Configuration#A used for AI/ML model updating as fine-tuning dataset. The following aspects should be considered:
· Size of fine-tuning dataset: different size of fine-tuning dataset may lead to different performance. For example, using 2k samples may achieves better fine-tuning performance than using 200 samples. Generally, the fine-tuning performance may improve with more samples in fine-tuning dataset for AI/ML model update. Therefore, the size of fine-tuning dataset should be considered in EVM.
· Sampling distribution of fine-tuning dataset: the sampling distribution is also very critical. Since the size of fine-tuning dataset is relatively smaller, when the limited samples are badly selected, e.g. non-uniformly selected from limited drops or biased UE distributions, the AI/ML may be overfitted on the limited samples in fine-tuning dataset, and the fine-tuning performance may even degrade compared to the performance without fine-tuning.
· Diversity between fine-tuning dataset and original dataset: the diversity between fine-tuning dataset and original dataset also affects the fine-tuning performance. If there is large difference between fine-tuning dataset and original dataset, the AI/ML model trained on original dataset may be not a good starting point for updating on fine-tuning dataset. Therefore, given a fine-tuning dataset, a proper original dataset should be selected for better fine-tuning performance.
· Fine-tuning delay: from our understanding, fine-tuning is more likely to be performed in online training. Therefore, the time cost for fine-tuning, defined as fine-tuning delay should also be considered.
Moreover, to evaluate the performance of fine-tuning, direct training on fine-tuning dataset from random initialization of AI/ML model without Scenario#A/Configuration#A as the original dataset and inference on the testing dataset, e,g. from Scenario#A/Configuration#B, Scenario#B/Configuration#B should also be considered as a baseline besides the Rel-16 eType II baseline. Therefore, based on the above discussions, we have the following proposals:
[bookmark: _Ref134794614]Proposal 4: Regarding the EVM for fine-tuning, at least the following factors should be considered:
· Size of fine-tuning dataset
· Sampling distribution of fine-tuning dataset
· Diversity between fine-tuning dataset and original dataset
· Fine-tuning delay
· Performance gain
[bookmark: _Ref134794858]Proposal 5: For the baseline of fine-tuning evaluation, direct training on fine-tuning dataset from random initialization and inference on the testing dataset should be considered as a benchmark.
FLOPs and memory storage
In this contribution, both the encoder at UE side and decoder at NW side are realized based on Transformer backbone. As agreed in RAN1 #112bis-e, for the AI/CSI compression sub use cases with rank>=1, we select Option 3-1 with layer common and rank-common AI/ML model. Moreover, the Option 3-1 is considered, where a unified AI/ML model is applied for each layer under any rank value to perform individual inference. Therefore, for each layer in different ranks, only one AI/ML model is required. The complexity with FLOPs and model size with trainable parameters for the unified Transformer based model are listed in Table 2. 
[bookmark: _Ref134453744]Table 2 FLOPs and trainable parameters
	Rank
	AI/ML model
	FLOPs
	Trainable parameters

	1
	Encoder
	~21.4M
	~10.7M

	
	Decoder
	~21.4M
	~10.7M

	
	Total
	~42.8M
	~21.4M

	2
	Encoder
	~42.8M
	~10.7M

	
	Decoder
	~42.8M
	~10.7M

	
	Total
	~85.6M
	~21.4M


We use a model named EVCsiNet-T (as shown in Figure 2), in which each vector of sub-band in the input CSI matrix is firstly processed by an embedding layer and then 6 self-attention based blocks are sequentially introduced before a mixed 3bits/2bits quantization layer. As for the decoder part, after dequantization layer, a dense layer with 64 nodes is employed, followed by 6 self-attention based blocks as well. Finally, a reshape layer is implemented to obtain the output with the shape of the original CSI. The SGCS loss function is used to train the EVCsiNet-T. 


[bookmark: _Ref134453975]Figure 2: Illustration of EVCsiNet-T model for CSI feedback compression
From our opinion, companies are encouraged to disclose their utilized dataset(s) and/or reference model(s), which would be very helpful for crosscheck between companies.  Furthermore, common dataset(s) and/or reference model(s) would be more efficient for performance calibration and drawing final conclusions. The reference model in our simulations for AI/ML based CSI feedback enhancement can be find in https://wireless-intelligence.com/#/download. However, how to establish common dataset(s) and/or reference model(s) in 3GPP frame remains further study.
[bookmark: _Ref134794862]Proposal 6: Companies are encouraged to disclose their utilized dataset(s) and reference model(s)
· FFS: to establish common dataset(s) and/or reference model(s) for performance calibration and drawing final conclusions.
Performance evaluation
SLS throughput
In this section, we give some performance evaluation results with 32Tx4Rx antenna configuration. The SGCS for rank 1 and rank 2 on sub-band level for different CSI feedback overhead are provided in Figure 3 and Figure 4, where the R16 eType II is used as the comparable baseline. For rank 1, the CSI feedback overhead is (67, 92, 120, 174, 231, 250, 285, 335) bit for EVCsiNet-T-layer 1 and eType II. For rank 2, the CSI feedback overhead is (67, 92, 120, 174, 231, 250, 285, 335) bit for both EVCsiNet-T-layer 1 and EVCsiNet-T-layer 2, where the AI/ML model is trained on dataset for layer 1 and dataset for layer 2 with the same architecture EVCsiNet-T, respectively.  And the SGCS for rank 2 is calculated by the average of SGCS of layer 1 and layer 2. The training and testing dataset for each layer is 600k and 5k, respectively. 
Please note that “rank2” refers to the dynamic transmission of single-layer and 2-layer MIMO scheduled by NW in the evaluation of SLS throughput. 

[bookmark: _Ref134454541]Figure 3: Comparison of SGCS between AI based CSI feedback and R16 eType II baseline (rank 1)

[bookmark: _Ref134454549]Figure 4: Comparison of SGCS between AI based CSI feedback and eType II baseline (rank 2)
Observed from Figure 3 and Figure 4 AI based CSI feedback with EVCsiNet-T can achieve higher SGCS performance compared with R16 eType II baseline for both rank 1 (5%~8%) and rank 2 (8%~16%), especially with lower feedback payload. Meanwhile, compared with rank 1, the AI based CSI feedback has larger performance gain in rank 2. 



[bookmark: _Ref134456311]Figure 5 Comparisons of SLS throughput between AI based CSI feedback and R16 eType II baseline with ideal channel estimation



[bookmark: _Ref134456318]Figure 6: Comparisons of SLS throughput between AI based CSI feedback and R16 eType II baseline with realistic channel estimation 
Observed from Figure 5 and Figure 6, AI based CSI feedback can achieve higher SLS throughput for all conditions, such as rank 1/2, FTP/Full buffer and ideal/realistic channel estimation, especially with lower CSI feedback overhead. Specifically, for rank 1 with realistic channel estimation, full buffer model can provide about 3%~6% and FTP model can provide about 1%~3% performance gain. Similar to SGCS comparison results, the performance gain is also larger for rank 2 configuration, about 4%~10% performance gain with FTP model. Based on the above evaluation results, we have the following observations:
[bookmark: _Ref134794284]Observation 2: Compared to rank 1 achieving 5%~8% SGCS gain and 1%~3% SLS throughput gain, AI based CSI feedback achieves 8%~16% SGCS gain and 4%~10% SLS throughput gain for rank 2.
[bookmark: _Ref134794300]Observation 3: Compared to higher feedback overhead achieving 1% for rank 1 and 4% for rank 2 SLS throughput gain, AI based CSI feedback achieves larger SLS throughput gain with lower feedback overhead, about 3% for rank 1 and 10% for rank 2.
[bookmark: _Ref134794319]Observation 4: Compared to FTP model achieving 1%~3% SLS throughput gain for rank 1, AI based CSI feedback achieves larger SLS throughput gain for full buffer model about 3%~6%.
Generalization evaluation
The generalization performance is presented in this part. As shown in Table 3, the intermediate KPI with SGCS trained on UMa/UMi/mixing datasets and inferenced on UMa/UMi with 67/174bit CSI feedback payload is given. Each training data consists of 600k samples, and each testing set includes 5k samples. For the mixing dataset, it includes 300k UMa samples and 300k UMi samples.
[bookmark: _Ref134456801]Table 3: Generalization performance evaluation
	Training set
	Testing set: payload

	
	UMa:67bit
	UMi:67bit
	UMa:174bit
	UMi:174bit

	UMa#600k
	0.786
	0.773
	0.878
	0.850

	UMi#600k
	0.772
	0.784
	0.844
	0.860

	UMa#300k + UMi#300k
	0.781
	0.775
	0.875
	0.857


Obviously, the SGCS of the AI/ML model trained on UMa degrades slightly when testing on UMi and vice versa. Meanwhile, the AI/ML model trained on mixing dataset can achieve relatively higher SGCS compared with the condition when training set and testing set are mismatching. Therefore, based on the results above, we have the following observations:
[bookmark: _Ref134794331]Observation 5: For different scenarios, the SGCS degradation is slight (about 1%~3%) when training set and testing set are mismatching.
[bookmark: _Ref134794372]Observation 6: For different scenarios, training on mixing dataset can improve the generalization performance of AI/ML model.
Fine-tuning evaluation
The fine-tuning performance is presented in this part, where the UMa is used as the training set to obtain the initial AI model. Then the AI model is fine-tuned and tested at the UMi and CDL-C, respectively. The SGCS performance evaluation is given in Table 4. The Epoch=50 indicates that the AI model fine-tuning has been finished, the corresponding SGCS is the final fine-tuning performance. The upper-bound for UMi means to use UMi#600k as the training set to directly train the AI model for UMi scenario. The upper-bound for CDL-C means to use CDL-C#100k as the training set to directly train the AI model for CDL-C scenario. 
[bookmark: _Ref134456928]Table 4: Fine-tuning SGCS performance evaluation
	Training set
	Fine-tuning
set
	SGCS

	
	
	Epoch = 1
	Epoch=50
	Upper-bound
	eTypeII

	UMa
#600k
	UMi#1k
	0.773
	0.774
	0.784
	0.713

	
	UMi#10k
	0.775
	0.776
	
	

	
	UMi#100k
	0.777
	0.779
	
	

	
	CDL-C#200
	0.772
	0.772
	0.854
	0.668

	
	CDL-C#2k
	0.772
	0.780
	
	

	
	CDL-C#20k
	0.779
	0.807
	
	


For both the fine-tuning on UMi and CDL-C, the fine-tuning with insufficient datasets can not achieve the equivalent SGCS performance as upper-bound. The fine-tuning performance also increases with larger fine-tuning datasets.
Generally, the difference between UMi and UMa is moderate, both these two scenarios include 80% indoor UEs and 20% outdoor UEs, wherein the major 80% indoor UEs follow similar distribution and characteristics. Therefore, the initial AI model trained on UMa can perform well on UMi scenario with good generalization performance. Hence, the fine-tuning gain on SGCS performance is very small with insufficient UMi fine-tuning dataset.
For the LLS CDL-C channel, it can be regarded as one typical case in UMa scenario with given cluster and delay distribution. The CDL-C possess more concentrated characteristics in spatial and frequency domain, hence the upper-bound SGCS performance for CDL-C is higher than UMa and UMi. And the fine-tuning gain on SGCS performance is visible with relatively larger fine-tuning dataset (CDL-C#20k), which vanishes when fine-tuning dataset is small (CDL-C#200). Based on Table 3, we have the following observations:
[bookmark: _Ref134794380]Observation 7: For AI model trained on UMa and fine-tuned on UMi, the fine-tuning gain on SGCS performance is small with insufficient UMi fine-tuning dataset.
[bookmark: _Ref134794392]Observation 8: For AI model trained on UMa and fine-tuned on CDL-C, the fine-tuning gain on SGCS performance is about 3.6% for larger fine-tuning dataset, which vanishes when fine-tuning dataset is small.
[bookmark: _Ref134794398]Observation 9: For AI model trained on UMa and fine-tuned on UMi and CDL-C, the fine-tuning with insufficient datasets cannot achieve the equivalent SGCS performance as upper-bound.
· Note: upper-bound indicates using sufficient training set, which is from the same scenario as testing set.
Furthermore, the convergence speed for fine-tuning is also evaluated in Table 5. Here fine-tuning solution means trained on UMa and then fine-tuned on set CDL-C#2k and CDL-C#20k. The compared baseline is directly trained on set CDL-C#2k and CDL-C#20k with the random AI model initialization as the starting point. 
[bookmark: _Ref134457074]Table 5: Fine-tuning convergence speed evaluation
	Training set
	Solution

	SGCS

	
	
	Epoch=0
	Epoch = 1
	Epoch=5
	Epoch=10
	Epoch=20
	Epoch=50

	CDL-C#2k
	Fine-tuning
	0.742
	0.772
	0.778
	0.779
	0.780
	0.780

	
	Baseline
	/
	0.100
	0.277
	0.414
	0.481
	0.610

	CDL-C#20k
	Fine-tuning
	0.742
	0.772
	0.789
	0.792
	0.798
	0.807

	
	Baseline
	/
	0.351
	0.605
	0.639
	0.715
	0.804


Obviously, for both 2k and 20k dataset, the fine-tuning solution converges faster than baseline. Specifically, for smaller dataset CDL-C#2k, the fine-tuning can achieve about 27.9% SGCS performance gain compared with baseline after 50 epochs. While for larger dataset CDL-C#20k, fine-tuning and baseline achieve similar SGCS performance after 50 epochs.  Based on Table 4, we have the following observations:
[bookmark: _Ref134794402]Observation 10: Fine-tuning converges faster than baseline for both CDL-C#2k and CDL-C#20k datasets. Compared with baseline, fine-tuning achieves about 27.9% SGCS performance gain on smaller dataset CDL-C#2k and similar SGCS performance gain on larger dataset CDL-C#20k.
· Note: baseline indicates using directly trained on CDL-C#2k and CDL-C#20k with random AI model initialization as starting point.
Scalability evaluation
The scalability performance is presented in this part, where the CDL-C channels with 300ns delay spread are utilized. Here, three kinds of configurations, including 32port#67bit, 16port#67bit and 16port#49bit are considered. Each dataset includes 100k samples, where 95k for training and 5k for testing. The intermediate KPI with SGCS for different training sets and testing sets are listed in Table 6.
[bookmark: _Ref134457165]Table 6: Scalability performance evaluation
	Training set
	Testing set

	
	32 port#67bit
	16 port#67bit
	16 port#49bit

	32 port#67bit
	0.855
	0.693
	/

	16 port#67bit
	/
	0.886
	0.734

	16 port#49bit
	/
	/
	0.861

	32 port#67bit + 16 port#67bit
	0.853
	0.898
	/

	32 port#67bit + 16 port#49bit
	0.834
	/
	0.821


Here, when AI/ML model trained on 32-port dataset and tested on 16-port dataset, or trained on mixing datasets with 32 port and 16 port, the zero-padding pre-processing and clipping post-processing is utilized for 16-port dataset. When AI/ML model trained on 67bit and tested on 49bit, or trained on mixing datasets with 67bit and 49bit, the bitstream truncation and default 0 is utilized for 49bit dataset. 
Obviously, for the scalability on various number of antenna ports, the AI/ML model only trained on 32 port will suffer considerable performance degradation in the testing with 16 port, while the AI/ML model trained on mixing datasets with 32 port and 16 port can improve the SGCS significantly when testing on 16 port. Meanwhile, for the scalability on various CSI feedback payloads, the AI/ML model only trained on 67bit performs will suffer significant performance degradation in the testing with 49bit, while the AI/ML model trained on mixing datasets with 32 port#67bit and 16 port#49bit can improve the SGCS when testing on 49bit. Therefore, the scalability performance of AI/ML model can be improved by trained on mixing datasets including various configurations. Based on the results above, we have the following observations:
[bookmark: _Ref134794406]Observation 11: The scalability performance of AI/ML model for various number of antenna ports and CSI feedback payloads can be improved by trained on mixing datasets.
We simulate the performance with 1 common decoder at NW and 2 UE-specific encoders at different UE sides with different configurations. Specifically, 32 port#67bit is configured for UE 1 and 16 port#49bit is configured for UE 2. The same encoder structure with EVCsiNet-T is utilized for both two UEs, and the aligned decoder structure with EVCsiNet-T is utilized for NW. The AI/ML model is trained on the mixing datasets with 32 port#67bit and 16 port#49bit, Table 7 shows the testing results for both two configurations.
[bookmark: _Ref134457339]Table 7: Multi-encoder performance
	Training set
	Encoder 1, 32 port#67bit
	Encoder 2, 16 port#49bit

	32 port#67bit + 16 port#49bit
	0.835
	0.858



As given in Table 7, AI/ML model with common decoder and multi-encoder at different UE sides with different configurations can achieve good performance for both two UEs. Furthermore, training on the mixing datasets with UE-specific encoder can achieve 0.858 for UE 2, which is larger than 0.821 with common encoder.
[bookmark: _Ref134794411]Observation 12: Using common decoder with UE-specific encoder achieves higher SGCS than using common decoder with common encoder.
Similarly, we also simulate the performance with 1 common encoder at UE side and 2 gNB-specific decoders at NW side with different configurations. Specifically, 32 port#67bit is configured for gNB 1 and 16 port#49bit is configured for gNB 2. The same decoder structure with EVCsiNet-T is utilized for both two gNBs, and the aligned encoder structure with EVCsiNet-T is utilized for UE. The AI/ML model is trained on the mixing datasets with 32 port#67bit and 16 port#49bit, Table 7 shows the testing results for both two configurations.
[bookmark: _Ref134457600]Table 8:Multi-decoder performance
	Training set
	Decoder 1, 32 port#67bit
	Decoder 2, 16 port#49bit

	32 port#67bit + 16 port#49bit
	0.848
	0.867


As given in Table 8, AI/ML model with common encoder and multi-decoder at different NW sides with different configurations can achieve good performance for both two configurations. Furthermore, training on the mixing datasets with gNB-specific decoder can achieve 0.858/0.867 for UE 1/2, which is larger than 0.834/0.821 with common decoder.
[bookmark: _Ref134794417]Observation 13: Using common encoder with gNB-specific decoder achieves higher SGCS than using common encoder with common decoder.
Type 3 training evaluation
The performance of type 3 training for CSI compression is evaluated in Table 9. Here type 1 training with UMa#600k is used as the baseline for comparison. The overhead indicates the size of transmitted training data, including the CSI eigenvector dataset from UE to NW, and the bitstream dataset from NW to UE in NW-first training and UE to NW in UE-first training. For CSI eigenvector transmission, the float32 format is used to transmit the CSI label, thus totally  is required for 600k size dataset. For bitstream transmission with 67bit CSI feedback payload, totally   is required. Therefore, for 600k, 300k, 100k and 50k training data, the total type 3 training overhead is about 1909M, 954M, 319M and 160M.
[bookmark: _Ref134457697]Table 9: Type 3 training evaluation
	Solution
	Type 1 training
	Type 3 training overhead (Mbytes)

	
	
	1909
	954
	319
	160

	NW-first
	0.787
	0.780
	0.772
	0.751
	0.735

	UE-first
	
	0.785
	0.779
	0.768
	0.759


Compared with baseline using type 1 training, NW-first/UE-first type 3 training has 0.9%/0.3% SGCS performance loss with 1909Mbytes overhead and 6.6%/3.6% SGCS performance loss with 159Mbytes overhead. For both of NW-first and UE-first type 3 training, the SGCS performance decreases with smaller overhead over the air interface. The UE-first method achieves higher SGCS performance compared with NW-first method, since a better decoder can be trained with fixed input bitstream from well trained encoder at the UE-side.
[bookmark: _Ref134794423]Observation 14: Compared with type 1 training, NW-first type 3 training has 0.9%~6.6% and UE-first type 3 training has 0.3%~3.6% SGCS performance loss with 160M~1909M overhead, respectively.
Next, the Type 3 training performance with matched/unmatched encoder at the UE side and decoder at the NW side is presented in Table 10. Here the Type 1 1-on-1 joint training with UMa#600k and Transformer based matched encoder and decoder is marked as baseline-Transformer, the Type 1 1-on-1 joint training with UMa#600k and ResNet based matched encoder and decoder is marked as baseline-ResNet. For all solutions, 67bits CSI feedback payload is adopted. 
[bookmark: _Ref134457785]Table 10: Type 3 training evaluation for matched and unmatched model pairing
	Solution
	UE-first (encoder + decoder)
	NW-first (encoder + decoder)

	Baseline-Transformer
	Transformer + Transformer
	Transformer + ResNet
	Transformer + Transformer
	ResNet + Transformer

	0.787
	0.785
	0.774
	0.780
	0.690

	Baseline-ResNet
	ResNet + ResNet
	ResNet + Transformer
	ResNet + ResNet
	Transformer + ResNet

	0.719
	0.716
	0.719
	0.717
	0.719


Firstly, comparing baseline-Transformer and baseline-ResNet, the Transformer backbone achieves higher SGCS performance than ResNet. Compared with baseline-Transformer, both UE-first and NW-first matched model pairing can approach similar SGCS performance with only 0.3% and 0.9% loss. For UE-first Type 3 training with unmatched AI/ML model pairing using Transformer encoder and ResNet decoder, the SGCS performance loss is about 1.7%. As comparison, for the NW-first Type 3 training with unmatched ResNet encoder and Transformer decoder, the SGCS performance loss is about 12.3%, which indicates that using a worse AI/ML model architecture for encoder at the UE side in NW-first Type 3 training may result large performance loss. 
[bookmark: _Ref134794428]Observation 15: NW-first Type 3 training with unmatched AI/ML model pairing using ResNet encoder and Transformer decoder has 12.3% SGCS performance loss compared with Type 1 1-on-1 joint training Transformer baseline.
Moreover, the results of multi-vendor Type 3 training are presented in Table 11. For UE-first training, M=2 encoders at M=2 UE vendors and N=1 decoder at the NW side are considered, where each UE possesses UMa#300k dataset to train its encoder model individually, and then NW combines the output information from M=2 encoders as total UMa#600k dataset to train the decoder at the NW side.  For NW-first training, N=2 decoders at N=2 gNB vendors and M=1 encoder at the UE side are considered, where each gNB possesses UMa#300k dataset to train its decoder model individually, and then UE combines them as total UMa#600k dataset to train the encoder at the UE side. 
Specifically, for UE-first Type 3 training, we consider Transformer-6 as the decoder. At the UE side, three kinds of encoder combinations are assumed for M=2 UE vendors, including (model A,model B) = (Transformer-6, Transformer-6), (Transformer-6, Transformer-3) and (Transformer-6, ResNet), where -6 and -3 denotes the number of self-attention layers in the Transformer model. Similarly, for NW-first Type 3 training, we consider Transformer-6  as the encoder. At the NW side, three kinds of decoder combinations are assumed for N=2 gNB vendors, including  (model A,model B) = (Transformer-6, Transformer-6), (Transformer-6, Transformer-3) and (Transformer-6, ResNet). 
[bookmark: _Ref134457903]Table 11: Type 3 training evaluation for multi-vendor training
	Solution
	(Transformer-6, Transformer-6)
	(Transformer-6, Transformer-3)
	(Transformer-6,   ResNet)

	UE-first
	Model A
	0.738
	0.739
	0.748

	
	Model B
	0.741
	0.739
	0.696

	NW-first
	Model A
	0.427
	0.355
	0.330

	
	Model B
	0.471
	0.398
	0.390


Observed from Table 11, we find that NW-first training with N=2 decoders and M=1 encoder cannot work with very large SGCS performance loss, even though with the same AI/ML model architecture (Transformer-6, Transformer-6). For UE-first training with M=2 encoders and N=1 decoder, both three encoder combinations can achieve comparable SGCS performance. Using different numbers of self-attention layers in the Transformer backbone, similar SGCS performance can be realized. Moreover, for (Transformer-6, ResNet) combination, the unique decoder can be adopted for both two encoders with decent SGCS performance.
[bookmark: _Ref134794434]Observation 16: Regarding UE-first Type 3 multi-vendor training, N=1 decoder and M=2 encoders with (Transformer-6, Transformer-6), (Transformer-6, Transformer-3) and (Transformer-6, ResNet) achieve comparable SGCS performance.
[bookmark: _Ref134794439]Observation 17: Regarding NW-first Type 3 multi-vendor training with M=1 encoder and N=2 decoders, the SGCS performance is very large.
For UE-first Type 3 multi-vendor training, we further evaluate the influence of UE vendor numbers with M = 2,3,4 and 10. The encoders for all UE vendors are realized with Transformer-6. The results are listed in Table 12, where the baseline is given by individual 1-on-1 joint training with each pair of encoder and decoder model. 
[bookmark: _Ref134458013]Table 12: UE-first Type 3 multi-vendor training evaluation for different M
	Solution
	M=2
	M=3
	M=4
	M=10

	Baseline
	0.764
	0.754
	0.746
	0.721

	Type 3 training 
	0.739
	0.715
	0.712
	0.673


We find that as the number of UE vendors increases from M=2 to M=10, the UE-first Type 3 training has larger SGCS performance loss from 3.3% to 6.6%, which may result from that one unique decoder at the NW side is required to adapt more encoders. Therefore, we have the following observation and proposal:
[bookmark: _Ref134794445]Observation 18: Regarding UE-first Type 3 multi-vendor training with M>1 encoders and N=1 decoder, the SGCS performance loss increases as M increases.
[bookmark: _Ref134794865]Proposal 7: Suggest to evaluate UE-first Type 3 multi-vendor training with M>1 UE part models and N=1 NW part model, especially when M is large (e.g. M>10).
Discussion on CSI prediction
In 3GPP RAN1 #112bis-e, the following agreements about CSI prediction is achieved:
Agreement
For the AI/ML based CSI prediction sub use case, if collaboration level x is reported as the benchmark, the EVM to distinguish level x and level y/z based AI/ML CSI prediction is considered from the generalization aspect.
           E.g., collaboration level y/z based CSI prediction is modeled as the fine-tuning case or generalization Case 1, while collaboration level x based CSI prediction is modeled as generalization Case 2 or Case 3.
Agreement
For the AI/ML based CSI prediction, for the submission of simulation results to the RAN1#113 meeting, 
· for Table 6. Evaluation results for CSI prediction without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· UE speed: 10km/h, 30km/h, 60km/h;
· Others can be additionally submitted, e.g., 120km/h.
· Input/Output type: Raw channel matrix
· Other can be additionally submitted, e.g., eigenvectors.
· Observation window: 5/5ms, 10/5ms
· Other observation window configurations can be additionally submitted for comparison, e.g., 3/5ms, 4/5ms, 8/2.5ms, 10/4ms, etc.
· Prediction window: 1/5ms/5ms
· Other prediction window configurations can be additionally submitted for comparison, e.g., 3/5ms/5ms, 5/5ms/5ms, 4/2.5ms/2.5ms, 5/4ms/4ms, etc.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.
· Spatial consistency configuration (optional): procedure A with 50m decorrelation distance and channel updating periodicity of 1 ms.
· for Table 7. Evaluation results for CSI prediction with model generalization, companies are encouraged to take the following assumption as baseline for the calibration purpose:
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.




Evaluation methodology 
As for CSI prediction for time domain, if it is selected as one sub use case, the EVM used for CSI compression sub use case should be the baseline for simplicity. Then, other specific parameters for CSI prediction (e.g. UE speed, outdoor/indoor UE distribution, CSI feedback periodicity) should be further considered. 
Regarding the input of AI model for CSI prediction, both raw channel matrixes and eigenvectors can be used. For raw channel prediction, the input/output of AI/ML model would be the channel matrix , where  are the numbers of Tx port, Rx port and subcarrier. For eigenvector prediction, the input/output of AI/ML model would be the eigenvector , where  is the number of sub-band.  Generally, selecting raw channel as the input/output may lead to a much huger dataset with massive storage space compared to eigenvector, which is inconvenient for dataset construction and AI/ML model training. Moreover, as for the intermediate KPI, normalized mean square error (NMSE) and SGCS can be used for raw channel and eigenvector, respectively. But using eigenvector for CSI prediction and SGCS as the intermediate KPI would be more intuitive since it has been widely used in CSI compression sub use case. In our following text, both the eigenvector input and raw channel input are e


[bookmark: _Ref134458193]Figure 7:CSI prediction assumption 1
Take eigenvector input as an example, two aspects of CSI prediction assumptions can be considered. As shown in Figure 7, the input of CSI model includes K historic eigenvectors  from K CSI-RS measurement (in red color). The output of CSI prediction model includes 4 future eigenvectors  on the next 4 interval slots (in yellow color). Then the observation window is K and the prediction window is 4. For the interval slots in prediction window, the predicted CSI eigenvectors from AI/ML model output can be used for transmission. This is considered to deal with the impact of scheduling delay and outdated CSI on the use of CSI information, the CSI accuracy on the interval slots can be improved using AI/ML model by compensating the difference of CSI resulted from the scheduling delay. Similarly, different UE speeds (e.g. 30km/h, 60km/h, 90km/h and 120km/h) and CSI-RS periods (e.g. 5ms, 10ms and 20ms) can be considered with various lengths of observation window and prediction window.


(a)


(b)
[bookmark: _Ref134458280]Figure 8: CSI prediction assumption 2
Secondly, as shown in Figure 8, it is proposed to reduce the CSI-RS overhead. In Figure 8 (a), the K historic eigenvectors CSI-RS with long periodicity (e.g. 40ms/80ms/160ms) can be used as the input of CSI prediction model (in red color). In Figure 8 (b), the input of CSI prediction model consists of K historic eigenvectors  from K CSI-RS measurement (in red color). For both (a) and (b) configurations, the output of CSI prediction model includes T future eigenvectors  on T CSI-RS transmission instances (in yellow color). Then the observation window is K and the prediction window is T. For the interval slots in prediction window, the nearest predicted CSI eigenvector is directly utilized for transmission. For this assumption, the CSI-RSs in prediction window are not required, and the CSI-RS overhead can be reduced with proportion of . For different UE speeds (e.g. 30km/h, 60km/h, 90km/h and 120km/h) and CSI-RS periods (e.g. 5ms, 10ms and 20ms), we can select different lengths of observation window and prediction window, therefore obtain different CSI-RS overhead reduction proportions using AI/ML based CSI prediction in time domain.
Actually, both two assumptions for CSI prediction can be studied for different purposes. Furthermore, in the training stage of assumption 1, the CSI eigenvectors for every slot should be stored, which increases the complexity and storage load of dataset construction. As comparison, for assumption 2, only eigenvectors on CSI-RS instances are required as the input and label, the CSI eigenvectors for interval slots are not required, which decreases the complexity and storage load of dataset construction. 
Based on above discussions, we have the following proposals:
[bookmark: _Ref134794874]Proposal 8: In R18 time domain CSI prediction, following two aspects should be studied to evaluate the performance gain and identify the potential spec impacts.
· Impact on throughput caused by scheduling delay and outdated CSI
· Reduction of CSI-RS overhead
[bookmark: _Ref134794878]Proposal 9: Regarding the EVM on CSI prediction, evaluate the performance with different numbers of observation window K and prediction window T according to CSI-RS period 
UE-side model
As discussed in RAN1 #111, the UE-sided CSI prediction is agreed as the sub use case. For UE-sided AI model, the input and output should be considered as the following.
The input of AI/ML model can be the estimated raw channel(s) or eigenvector(s) in the observation window. The output of AI/ML model should be the predicted raw channel(s) or eigenvector(s) in the prediction window. Then, during CSI feedback phase, the codebook based eType II (with possible enhancement) and AI based CSI feedback can be used to report the eigenvector(s) in prediction window.  However, for raw channel(s) feedback, it seems conventional codebook based algorithms cannot be used currently. Therefore, only AI based raw channel compression and feedback is workable, or the post-processing by calculating the eigenvector(s) from the predicted raw channel(s) is required for CSI feedback. 
For UE-side model training, similar to the CSI compression sub use case, the ideal channel estimation can be used to construct training dataset and the ideal CSI can also be used as the target CSI for training. Then the ideal channel estimation can be used for CSI prediction performance calibration with intermediate KPI, and the realistic channel estimation should be used for SLS throughput evaluation for drawing the conclusions. Moreover, in SLS evaluation, the CSI compression and recovery error in prediction window should be considered as well.
Based on the discussions above, we have the following proposal:
[bookmark: _Ref134794881]Proposal 10: For UE-sided CSI prediction, the following items should be considered
· Ideal channel estimation for training stage and intermediate KPI calibration
· Realistic channel estimation together with CSI feedback error for SLS performance evaluation
· Possible CSI feedback enhancement for the output of CSI prediction (e.g. eType II based, AI based CSI feedback)
· FFS: how to perform raw channel feedback in observation and prediction window
AI/ML model
In this contribution, we use the MLP-Mixer backbone with ~46.02M FLOPs and model size with ~23.07M trainable parameters for eigenvector based CSI prediction and Conv-mixer backbone with ~1.7M FLOPs and model size with ~0.86M trainable parameters for raw channel based CSI prediction. The corresponding AI/ML structures are illustrated in Figure 9 (a) and Figure 9(b). 


(a)


(b)
[bookmark: _Ref134458531]Figure 9:structure of MLP-Mixer (a) and Conv-Mixer (b)
The MLP-Mixer model is composed of dimensional transform block, 10 blocks of mixer layer and a fully-connected layer. The Conv-Mixer model is composed of 4 convolution block and 1 depth-to-space reshape layer. The output dimension of the full-connected layer in MLP-Mixer and the depth-to-space layer in Conv-Mixer can be adjusted according to the different lengths of prediction window.
Performance evaluation
Multi-UE evaluation
We give some performance evaluation results for CSI prediction in Table 13 to evaluate the availability of AI/ML based CSI prediction for multi-UE scenario. The UE-side model with eigenvector as the input and the output is adopted. The observation window is set as K=4, the prediction window is set as T = [5,10,15,20]ms. The intermediate KPI with SGCS of the AI based CSI prediction is compared with the sample-and-hold non-AI baseline. The dataset includes 5 drops CSI eigenvector samples, where each drop includes 570 UE and each UE includes 397 slots with CSI-RS interval 5ms. For each drop, the first 90% UE and 90% slots are utilized for training. For testing set, we have Set1 and Set2, respectively. For Set1, the 10% UE of each drop is used for testing. For Set2, the 10% samples of each UE of each drop is used for testing.
[bookmark: _Ref134459293]Table 13: AI based CSI prediction evaluation for multi-UE scenario
	SGCS
	5ms
	10ms
	15ms
	20ms

	
	Set1
	Set2
	Set1
	Set2
	Set1
	Set2
	Set1
	Set2

	Non-AI
 (sample-and-hold)
	0.870
	0.871
	0.805
	0.793
	0.730
	0.720
	0.675
	0.667

	AI
	0.922
	0.930
	0.843
	0.839
	0.767
	0.764
	0.709
	0.706

	Gain
	0.052 (6.0%)
	0.059 (6.8%)
	0.038 (4.7%)
	0.046 (5.8%)
	0.037 (5.1%)
	0.044 (6.1%)
	0.034 (5.0%)
	0.039 (5.8%)


For all T=1,2,3,4 and both Set1 and Set2, AI based CSI prediction can achieve higher SGCS compared with non-AI solution. The performance gain decreases with farther prediction instances. 
[bookmark: _Ref134794450]Observation 19: Regarding AI based CSI prediction in multi-UE scenario, AI achieves higher SGCS compared with sample-and-hold baseline
Single-UE evaluation
Considering that UE-sided CSI prediction can be realized with different AI models at different UEs, the CSI prediction for single-UE is further evaluated besides the multi-UE scenario. Both eigenvector based CSI prediction and raw channel based CSI prediction are evaluated with SGCS and NMSE intermediate KPI, respectively.
Here, two different UEs with 80k samples for each UE are provided. The channel variation in time domain is fast for UE 0 and slow for UE 1. The CSI prediction result with prediction window ms is presented in Figure 10 (a). The CSI prediction result with prediction window ms is presented in Figure 10(b). For both two conditions, the observation window is set as . Here the legend BL-W and AI-W represent the baseline and AI based CSI prediction for eigenvector input with SGCS intermediate KPI in the left y-axis, respectively.  The legend BL-H and AI-H represent the baseline and AI based CSI prediction for raw channel input with NMSE intermediate KPI in the right y-axis, respectively.
[image: ][image: ]
                                                 (a)                                                                             (b)
[bookmark: _Ref134458670]Figure 10: CSI prediction for single-UE
[bookmark: _Ref134458738]Table 14: AI CSI prediction gain for Figure 10 (a)
	Prediction instance
	1ms
	2ms
	3ms
	4ms

	
	SGCS Gain (Relative SGCS Gain)

	UE 0
	0.017 (1.7%)
	0.051 (5.8%)
	0.109 (14.5%)
	0.197 (31.6%)

	UE 1
	0.001 (0.1%)
	0.003 (0.3%)
	0.010 (1.0%)
	0.017 (1.7%)

	
	NMSE Gain (dB) 

	UE 0
	-19.873 
	-25.380
	-26.195
	-25.339

	UE 1
	-19.049 
	-25.000
	-27.380
	-29.804



In Table 14, for both SGCS and NMSE KPI, the CSI prediction performance gain increases with farther prediction instances for both UE 0 and UE 1. Specifically, the performance for both AI based CSI prediction and baseline deceases with farther CSI prediction instances. But AI based CSI prediction can achieve larger SGCS performance gain than baseline in farther CSI prediction instance. 
For UE 0, the channel variation is fast in time domain, so the performance of baseline using sample-and-hold decreases rapidly with larger T. The AI based CSI prediction obtains 31.6% SGCS and -25.339dB NMSE performance gain at T=4ms. 
As comparison, the channel variation for UE 1 is slow in time domain, hence the baseline using sample-and-hold still performs well at T=4ms, and the AI based CSI prediction only has 1.7% SGCS performance gain, but the NMSE performance gain is still very large about -29.804dB. 
[bookmark: _Ref134458779]Table 15: AI CSI prediction gain for Figure 10(b)
	Prediction instance
	5ms
	10ms
	15ms
	20ms

	
	SGCS Gain (Relative SGCS Gain)

	UE 0
	0.239 (47.5%)
	0.223 (73.3%)
	0.089 (27.0%)
	0.030 (8.9%)

	UE 1
	0.027 (2.8%)
	0.052 (5.9%)
	0.068 (8.8%)
	0.034 (5.1%)

	
	NMSE Gain (dB) 

	UE 0
	-19.959
	-19.536
	-15.795
	-11.082

	UE 1
	-27.352
	-30.966
	-31.049
	-29.380


In Table 15, for eigenvector input, AI based CSI prediction achieves highest about 73.3% performance gain at T=10ms for UE 0 and 8.8% performance gain at T=15ms for UE 1. For UE 0 with fast channel variation, the CSI prediction accuracy for both AI and baseline become very bad with SGCS<0.4. While for UE 1 with slow channel variation, the AI based CSI prediction can still achieve SGCS>0.7 at T=20ms.
As comparison for raw channel input with NMSE KPI, AI based CSI prediction achieves -19.536dB NMSE performance gain at T=10ms for UE 0. While for UE 1, -30.966dB NMSE performance gain is achieved. 
Based on the results above, we have the following observation:

[bookmark: _Ref134794457]Observation 20: Regarding AI based CSI prediction in single-UE scenario, AI achieves higher SGCS compared with sample-and-hold baseline
· AI achieves higher CSI prediction performance gain for UE with fast channel variation
· AI achieves higher CSI prediction performance gain with father CSI prediction instance within the same CSI-RS feedback period
Besides the above results, to better descript the channel variation in time domain, we also provide the NMSE of raw channel and SGCS of eigenvector comparison using sample-and-hold baseline. 
[bookmark: _Ref134458848]Table 16: NMSE and SGCS comparison
	UE index
	KPI
	1ms
	2ms
	3ms
	4ms

	UE 0
	SGCS
	0.964
	0.871
	0.749
	0.623

	
	NMSE (dB)
	-12.84
	-6.91
	-3.54
	-1.25

	UE 1
	SGCS
	0.997
	0.990
	0.981
	0.970

	
	NMSE (dB)
	-17.85
	-11.85
	-8.36
	-5.90


As shown in Table 16, NMSE increases and SGCS decreases with farther CSI prediction instance. For UE 0 when NMSE increases from -12.84dB to -1.25dB, the SGCS decreases from 0.964 to 0.623. However, for UE 1, when NMSE increases from -17.85dB to -5.90dB, the SGCS only decreases slightly from 0.997 to 0.970. Compare the T=1ms for UE 0 and T=4ms for UE 1, we find that UE 1 has larger SGCS than UE 0 (0.970>0.964), while UE 1 has worse NMSE performance than UE 0. 
Based on these results above, we find that the NMSE performance cannot completely match to the SGCS performance, especially for different UEs. Considering that CSI eigenvector is finally utilized, we prefer to select CSI eigenvector as the input of AI model for CSI prediction.
[bookmark: _Ref134794466]Observation 21: NMSE performance cannot completely match to the SGCS performance, especially for different UEs.
[bookmark: _Ref134794884]Proposal 11: Suggest to use multiple kinds of intermediate KPIs (e.g. SGCS, NMSE) for CSI prediction evaluation, conclusions should be drawn based on eventual KPI (e.g. SLS throughput) instead of intermediate KPIs.
Conclusion
In this contribution, we provide some discussions and preliminary results about the evaluation on AI/ML for CSI feedback enhancement. Based on the discussions and evaluations, we have following observations and proposals:
Observation 1: Regarding quantization-aware training, non-uniform SQ (e.g. 2bit/3bit mixed SQ) achieves higher SGCS performance than uniform SQ and VQ.
Observation 2: Compared to rank 1 achieving 5%~8% SGCS gain and 1%~3% SLS throughput gain, AI based CSI feedback achieves 8%~16% SGCS gain and 4%~10% SLS throughput gain for rank 2.
Observation 3: Compared to higher feedback overhead achieving 1% for rank 1 and 4% for rank 2 SLS throughput gain, AI based CSI feedback achieves larger SLS throughput gain with lower feedback overhead, about 3% for rank 1 and 10% for rank 2.
Observation 4: Compared to FTP model achieving 1%~3% SLS throughput gain for rank 1, AI based CSI feedback achieves larger SLS throughput gain for full buffer model about 3%~6%.
Observation 5: For different scenarios, the SGCS degradation is slight (about 1%~3%) when training set and testing set are mismatching.
Observation 6: For different scenarios, training on mixing dataset can improve the generalization performance of AI/ML model.
Observation 7: For AI model trained on UMa and fine-tuned on UMi, the fine-tuning gain on SGCS performance is small with insufficient UMi fine-tuning dataset.
Observation 8: For AI model trained on UMa and fine-tuned on CDL-C, the fine-tuning gain on SGCS performance is about 3.6% for larger fine-tuning dataset, which vanishes when fine-tuning dataset is small.
Observation 9: For AI model trained on UMa and fine-tuned on UMi and CDL-C, the fine-tuning with insufficient datasets cannot achieve the equivalent SGCS performance as upper-bound.
· Note: upper-bound indicates using sufficient training set, which is from the same scenario as testing set.
Observation 10: Fine-tuning converges faster than baseline for both CDL-C#2k and CDL-C#20k datasets. Compared with baseline, fine-tuning achieves about 27.9% SGCS performance gain on smaller dataset CDL-C#2k and similar SGCS performance gain on larger dataset CDL-C#20k.
· Note: baseline indicates using directly trained on CDL-C#2k and CDL-C#20k with random AI model initialization as starting point.
Observation 11: The scalability performance of AI/ML model for various number of antenna ports and CSI feedback payloads can be improved by trained on mixing datasets.
Observation 12: Using common decoder with UE-specific encoder achieves higher SGCS than using common decoder with common encoder.
Observation 13: Using common encoder with gNB-specific decoder achieves higher SGCS than using common encoder with common decoder.
Observation 14: Compared with type 1 training, NW-first type 3 training has 0.9%~6.6% and UE-first type 3 training has 0.3%~3.6% SGCS performance loss with 160M~1909M overhead, respectively.
Observation 15: NW-first Type 3 training with unmatched AI/ML model pairing using ResNet encoder and Transformer decoder has 12.3% SGCS performance loss compared with Type 1 1-on-1 joint training Transformer baseline.
Observation 16: Regarding UE-first Type 3 multi-vendor training, N=1 decoder and M=2 encoders with (Transformer-6, Transformer-6), (Transformer-6, Transformer-3) and (Transformer-6, ResNet) achieve comparable SGCS performance.
Observation 17: Regarding NW-first Type 3 multi-vendor training with M=1 encoder and N=2 decoders, the SGCS performance is very large.
Observation 18: Regarding UE-first Type 3 multi-vendor training with M>1 encoders and N=1 decoder, the SGCS performance loss increases as M increases.
Observation 19: Regarding AI based CSI prediction in multi-UE scenario, AI achieves higher SGCS compared with sample-and-hold baseline
Observation 20: Regarding AI based CSI prediction in single-UE scenario, AI achieves higher SGCS compared with sample-and-hold baseline
· AI achieves higher CSI prediction performance gain for UE with fast channel variation
· AI achieves higher CSI prediction performance gain with father CSI prediction instance within the same CSI-RS feedback period
Observation 21: NMSE performance cannot completely match to the SGCS performance, especially for different UEs.
Proposal 1: For training collaborative Type3, study whether/how to align the quantization and dequantization method between UE and NW.
Proposal 2: Suggest to use non-uniform SQ (e.g. 2bit/3bit mixed SQ) for quantization-aware training.
Proposal 3: For scalability evaluation, zero-padding, clipping and truncation can be considered for pre-processing and post-processing.
Proposal 4: Regarding the EVM for fine-tuning, at least the following factors should be considered:
· Size of fine-tuning dataset
· Sampling distribution of fine-tuning dataset
· Diversity between fine-tuning dataset and original dataset
· Fine-tuning delay
· Performance gain
Proposal 5: For the baseline of fine-tuning evaluation, direct training on fine-tuning dataset from random initialization and inference on the testing dataset should be considered as a benchmark.
Proposal 6: Companies are encouraged to disclose their utilized dataset(s) and reference model(s) 
· FFS: to establish common dataset(s) and/or reference model(s) for performance calibration and drawing final conclusions.
Proposal 7: Suggest to evaluate UE-first Type 3 multi-vendor training with M>1 UE part models and N=1 NW part model, especially when M is large (e.g. M>10).
Proposal 8: In R18 time domain CSI prediction, following two aspects should be studied to evaluate the performance gain and identify the potential spec impacts.
· Impact on throughput caused by scheduling delay and outdated CSI
· Reduction of CSI-RS overhead
Proposal 9: Regarding the EVM on CSI prediction, evaluate the performance with different numbers of observation window K and prediction window T according to CSI-RS period
Proposal 10: For UE-sided CSI prediction, the following items should be considered
· Ideal channel estimation for training stage and intermediate KPI calibration
· Realistic channel estimation together with CSI feedback error for SLS performance evaluation
· Possible CSI feedback enhancement for the output of CSI prediction (e.g. eType II based, AI based CSI feedback)
· FFS: how to perform raw channel feedback in observation and prediction window
Proposal 11: Suggest to use multiple kinds of intermediate KPIs (e.g. SGCS, NMSE) for CSI prediction evaluation, conclusions should be drawn based on eventual KPI (e.g. SLS throughput) instead of intermediate KPIs.
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