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[bookmark: _Ref465963108]Introduction
In RAN plenary #94e, the following study item description on evolution of NR duplex operation was approved [1]. 

	The objective of this study is to identify and evaluate the potential enhancements to support duplex evolution for NR TDD in unpaired spectrum. In this study, the followings are assumed:
· Duplex enhancement at the gNB side
· Half duplex operation at the UE side
· No restriction on frequency ranges
The detailed objectives are as follows:
· Identify applicable and relevant deployment scenarios (RAN1).
· Develop evaluation methodology for duplex enhancement (RAN1).
· [bookmark: _Hlk89796625]Study the subband non-overlapping full duplex and potential enhancements on dynamic/flexible TDD (RAN1, RAN4).
· Identify possible schemes and evaluate their feasibility and performances (RAN1).




In this contribution, we present the evaluation results for SBFD and potential enhancement on dynamic TDD. 
[bookmark: _Ref525738522][bookmark: _Ref471731770][bookmark: _Ref462669569]SBFD System Evaluation Results 
In the RAN1 meeting #112, it was agreed to provide the evaluation results for SBFD deployment case 1 with the following parameter combination.  In this section, we provide analysis and sone insights of the SLS results for FR1 and FR2-1. 

	Agreement 
For SBFD deployment case 1, companies are encouraged to provide evaluation results for the following parameter combinations with higher priority.

· Other parameter combinations are not precluded. 
· Note: The parameters that have baseline assumptions are not listed here.

	SBFD deployment case 1

	Parameter sets
	Parameters
	Indoor office (FR1)
	Urban Macro (FR1)
	Indoor office (FR2-1)
	Dense Urban Macro Layer (FR2-1)

	SBFD subband and slot configurations
	SBFD subband and slot configurations
	· Alt 2 (TDD{DDDSU}, SBFD{XXXXU})
· Alt 4 (TDD{DDDSU}, SBFD{XXXXX})

	Traffic model
	DL/UL FTP packet size
	· Asymmetric packet size with 4Kbytes for DL and 1Kbyte for UL
· Asymmetric packet size with 0.5Mbyte for DL and 0.125 Mbytes for UL

	
	DL/UL traffic load
	· {DL:UL}={Low, Low}
· {DL:UL}={Medium, Medium}
· {DL:UL}={High, High}

	Antenna configuration
	BS antenna configuration for SBFD
	SBFD antenna configuration Option-2

	
	UE antenna configuration
	The UE antenna configurations used for SLS calibration

	Channel model
	gNB-gNB co-channel channel model
	Both large scale fading and small scale fading are modelled

	
	UE-UE co-channel channel model
	For FR1, at least large scale fading is modelled.
For FR2-1, both large scale fading and small scale fading are modelled







FR1 Evaluation results (Case 1)
Urban Macro
Table 2‑1 lists the assumed gNB capability for self-interference and co-site inter-sector interference mitigation. The value of gNB self-interference capability  is 153 dB for Tx Power of 53 dBm. The residual self-interference is 6 dB below the thermal noise resulting in a desense of 1 dB.  For the co-site inter-sector, the total isolation,  I set to 145.5 dB. The spatial isolation value showing the breakdown of each interference mitigation component are summarized in Table 2‑1. 
[bookmark: _Ref131755853][bookmark: _Ref134906397][bookmark: _Ref131711221]Table 2‑1 Split-up of Interference Computation
	
	Self-interference 
	Co-site inter-sector

	Spatial isolation
	85 dB
	93 dB

	Frequency isolation
	45 dB
	

	Digital interference cancellation and BF
	23 dB
	10 dB (digital)

	Total capability
	
	 145.5 dB



We analyse the results based on two FTP packet sizes. The small packet size is 4Kbytes for DL and 1Kbyte for UL and large packet size is 0.5Mbyte for DL and 0.125 Mbytes for UL.  In this evaluation we consider two SBFD slot structure, Alt 2 (XXXXU) and Alt 4 (XXXX). For each scenario, we fist show the CDF plots of the median UL and DL UPT then show the average UPT for the 5%, 50% and 95%. In this evaluation, no techniques, or schemes for inter-gNB or inter-UE CLI mitigation are adopted. 
Small Packet size
In this section, we capture the downlink and uplink UPT and transfer time for the low, medium, and high load scenarios under small packet size. In each figure, the following options are compared: (i) TDD, (ii) SBFD without cross-link interference for Alt 4 (XXXXX), (iii) SBFD without cross-link interference for Alt 4 (XXXXX), (iv) SBFD without cross-link interference for Alt 2 (XXXXU), and (v) SBFD without cross-link interference for Alt 2 (XXXXU). Note that (ii) and (iv) are without cross-link interference but they include self-interference. This breakdown is useful to show the impact of inter-gNB CLI. Additionally, for SBFD results (options (iii) and (v)), we show the impact of inter-UE-CLI and inter-gNB-CLI on the DL and UL performance, respectively. All the simulation parameters are captures in the associated spreadsheet. 

Figure 2‑1 and Figure 2‑2 shows the downlink and uplink UPT. In downlink, Alt4 (XXXXX) is outperforming TDD. There is no blocking in downlink in case of SBFD (every slot has Downlink) as compared to TDD where every five slots there is a slot blocked in downlink. Alt2 is achieving similar performance of TDD because it has the same blocking slot format.

Figure 2‑2 captures the uplink UPT performance, where SBFD exhibits gain as compared to TDD because of improved uplink duty cycle. Increasing the uplink resources in alt2 (XXXXU) did not gain much because in small packet transmissions, the system is limited by duty cycle as supposed to uplink resources. There is loss in uplink performance observed in case of with-CLI, that is due to gNB-gNB cross link interference from other gNBs leaking into the uplink reception of victim gNBs. There is a significant outage observed in uplink for both TDD and SBFD because the operating point chosen for evaluation based on the last agreement (P0=-80, alpha=0.8). With such high target the UEs are reaching the maximum power on low and medium load conditions.
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[bookmark: _Ref131657737]Figure 2‑1 UMa Scenario: Downlink Perceived Throughput for Small Packet
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[bookmark: _Ref131711850][bookmark: _Ref131711838]Figure 2‑2 UMa Scenario: Uplink Perceived Throughput for Small Packet
Observation 1: For Case 1 UMa (FR1) with small packet size, SBFD Alt 4 with small packets exhibits higher downlink UPT gain as compared to TDD and SBFD Alt 2. The gain is due to duty cycle improvement in SBFD slot format Alt 4. Cell edge UEs with SBFD Alt 2/4 are affected due to UE-UE CLI.

Observation 2: For Case 1 UMa (FR1) with small packet size, the median Uplink UPT of SBFD Alt 2/4 exhibits gain as compared to TDD even in the presence of gNB-gNB cross link interference.

Observation 3: For Case 1 UMa (FR1) with small packet size, the increase in Uplink resource in Alt2 (XXXXU) did not results in proportionate UPT improvement in any load condition.

Figure 2‑3 and Figure 2‑4 show the 5%, 50% and 95% of the mean UL and DL at different load. Figure 3-5 shows the Downlink transfer time under different load. In the upper tail (95% downlink transfer time), the transfer time for With CLI of Alt2 and Alt 4 are very high as they are impacted by inter-UE crosslink interference. Figure 3-6 shows the gain in uplink transfer time in case of SBFD as compared to TDD.
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[bookmark: _Ref131714021][bookmark: _Hlk134810282]Figure 2‑3 UMa Scenario (FR1): Mean Downlink Perceived Throughput for Small Packet
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[bookmark: _Ref131714222]Figure 2‑4 UMa Scenario (FR1): Mean Uplink Perceived Throughput for Small Packet
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Figure 2‑5 UMa Scenario (FR1): Downlink Transfer Time for Small Packet
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Figure 2‑6 UMa Scenario (FR1): Uplink Transfer Time for Small Packet

Observation 4: For Case 1 UMa (FR1) with small packet size, tail performance of downlink transfer time in SBFD is high because of UE-UE cross link interference. Longer transfer time projects the network’s the ability to handle the load without dropping the packet but subjecting to cross link interference. 

Figure 2‑7 captures the uplink Maximum Path Loss (MPL) for 1 Mbps and Downlink MPL for 10 Mbps. In uplink, SBFD can provide coverage extension as compared to TDD. Though the TDD has more resources as compared to SBFD, the occurrence of uplink resources in a distributed fashion let the UE to achieve the extended coverage. A UE allocated with ‘N’ RBs in uplink TDD slot let that UE’s total power divided among ‘N’ RBs in slot as supposed to the same ‘N’ RB allocation across multiple slots in uplink. i.e., Total UE power in uplink is divided among ‘N/5 RBs in each slot. 
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[bookmark: _Ref134907652][bookmark: _Hlk134810444]Figure 2‑7 UMa Scenario (FR1): Coverage based on Maximum Pathloss for Small Packet

Observation 5: For Case 1 UMa (FR1) with small packet size, SBFD exhibits improved uplink coverage as compared to TDD under all load conditions and with gNB-gNB Cross Link Interference. Downlink coverage is comparable to TDD and reduced in some cases due to increased UE-UE Cross Link Interference
Large Packet size
This section captures the User Perceived Throughput and TransferTime for Large Packet scenario under all three load condition with two different slot format. The Median CDFs are captured for UPT, Mean of Average UPT and Mean of Average Transfer Times are captured as bar plots for every data point.
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Figure 2‑8 UMa Scenario (FR1): Downlink Perceived Throughput for Large Packet
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Figure 2‑9 UMa Scenario (FR1): Uplink Perceived Throughput for Large Packet
Observation 6: For Case 1 UMa (FR1) with large packet, the UPT observed for DL and UL aligns with the available resources in uplink and downlink.

Observation 7: For Case 1 UMa (FR1) with large packet, the median uplink UPT of Alt2 (XXXXU) is higher compared to TDD due to increase in uplink resource in the specific slot format. 

The 5%, 50% and 95% of the mean UL and DL UPT with large packets are shown in Figure 2‑10 and Figure 2‑11 respectively. The UL and DL transfer time is presented in Figure 2‑12 and Figure 2‑13. Finally, the UL and DL coverage metric given by MPL to achieve 1 Mbps and 10 Mbps respectively are shown in Figure 2‑14. 
[image: A picture containing screenshot, text, diagram, colorfulness

Description automatically generated]
[bookmark: _Ref134909589]Figure 2‑10 UMa Scenario: Downlink Mean Perceived Throughput for Large Packet
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[bookmark: _Ref134909592]Figure 2‑11 UMa Scenario: Uplink Mean Perceived Throughput for Large Packet
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[bookmark: _Ref134909684]Figure 2‑12 UMa Scenario: Downlink Transfer Time for Large Packet
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[bookmark: _Ref134909687]Figure 2‑13 UMa Scenario: Uplink Transfer Time for Large Packet
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[bookmark: _Ref134909752]Figure 2‑14 UMa Scenario: Coverage based on Maximum Pathloss for Large Packet
Observation 8: For UMa with large packet size, SBFD Alt 2/4 provides higher uplink coverage as compared to TDD as TDD is limited by uplink UEs Tx power over the U slots. 

Indoor Hotspot
In this section, the System Level Simulation results for Indoor hotspot scenario is presented for two different packet sizes 3 different loads and two SBFD slot format (Alt 2 and Alt 4). We did consider gNB-gNB cross link interference and UE-UE cross link interference in the simulation. 
Small Packet size
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Figure 2‑15 InH Scenario: Downlink Perceived Throughput for Small Packet
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Figure 2‑16 InH Scenario: Uplink Perceived Throughput for Small Packet
Observation 9: For Indoor Hotspot (FR1) with small packet, downlink and uplink UPTs of SBFD Alt 4 exhibits gain in all loads as compared to TDD due to duty cycle improvement. The placement of Indoor TRPs on the ceiling has lowered the impact of cross-link interference between gNBs. 

Observation 10: For Indoor Hotspot (FR1) with small packet, SBFD Alt 2 exhibits similar performance of TDD in DL UPT, and similar performance of SBFD Alt 4 in uplink UPT.

Observation 11: For Indoor Hotspot (FR1) with small packet, under high load conditions SBFD Alt2 starts to show loss in downlink gains as compared to TDD as it has lower downlink resources as compared to TDD. 

In Figure 2‑17 to Figure 2‑20, the UL/DL UPT and transfer time of SBFD are analyzed with comparison to TDD.
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[bookmark: _Ref134910162]Figure 2‑17 InH Scenario (FR1): Downlink Perceived Throughput Mean for Small Packet
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Figure 2‑18 InH Scenario (FR1): Uplink Perceived Throughput Mean for Small Packet
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Figure 2‑19 InH Scenario (FR1): Downlink Transfer Time for Small Packet
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[bookmark: _Ref134910170]Figure 2‑20 InH Scenario (FR1): Uplink Transfer Time for Small Packet
Large Packet size
This section captures the indoor hotspot scenario with large packets transmission over different loads.
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Figure 2‑21 InH Scenario (FR1): Downlink Perceived Throughput for Large Packet
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Figure 2‑22 InH Scenario (FR1): Uplink Perceived Throughput for Large Packet

Observation 12: For Indoor Hotspot (FR1) with large packet, SBFD Alt2 exhibits large gain in UL UPT as compared to TDD due to more uplink resources than TDD and uplink duty cycle advantage.

Observation 13: For Indoor Hotspot (FR1) with large packet, SBFD Alt4 has exhibits some gains in UL UPT as compared to TDD.

Observation 14: For Indoor Hotspot (FR1) with large packet, SBFD Alt 2/4 has lower DL resources than TDD, resulting into lower DL UPT. 
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Figure 2‑23 InH Scenario (FR1): Downlink Perceived Throughput Mean for Large Packet
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Figure 2‑24 InH Scenario (FR1): Uplink Perceived Throughput Mean for Large Packet
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Figure 2‑25 InH Scenario (FR1): Downlink Transfer Time Mean for Large Packet

[image: ]
Figure 2‑26 InH Scenario (FR1): Uplink Transfer Time Mean for Large Packet
FR1 Evaluation results (Case 4)
The performance evaluation of the coexistence of SBFD operator with semi-static TDD in adjacent channel is presented in this section.  We analyze the impact of coexistence between the two operators on the following: 

1. The UL performance of the SBFD operator #2 due to the inter-gNB adjacent channel interference coming from both inter-site and co-site gNBs. 
2. The DL performance of the TDD operator #1 due to the inter-UE adjacent channel interference from UL transmission of SBFD operator. 

For this evaluation, we considered both grid shifts of 0% and 100% as agreed in RAN1. The slot structure of the SBFD operator is based on Alt 4 (XXXXX) for fair comparison in terms of UL and DL resources with respect to TDD.  For adjacent channel interference isolation, Table 2‑1 lists the assumed gNB capability for self-interference isolation, co-channel co-site inter-sector and adjacent channel co-siter inter-sector interference. The value of gNB self-interference capability  is 153 dB for Tx Power of 53 dBm.

Table 2‑2 Split-up of Interference isolation
	
	Self-interference 
	Co-channel
Co-site inter-sector
	Adjacent-channel co-siter inter-sector 

	Spatial isolation
	85 dB
	93 dB
	93 + X (25)

	Frequency isolation
	45 dB
	

	Digital interference cancellation and BF
	20 dB
	10 dB
	N.A

	Total capability
	
	 145.5 dB
	 160.5 dB



Grid shift, 100%
[bookmark: _Hlk134811251]In this section, we present the uplink UPT of operator #2 and DL UPT of operator for the 100% grid shift scenario with the low, medium, and high load scenarios and small packet size. Note that, SBFD slot format for operator #2 is based on Alt4 (XXXXX). 
UL UPT of operator #2
Figure 2-27 and Figure 2-28 shows the uplink UPT of SBFD operator#2 under the coexistence scenario with inter-gNB CLL from operator #1.  As compared to baseline, SBFD UL UPT of operator #2 is outperforming static TDD even with the existence of inter-gNB CLI (adjacent channel interference from both inter-site and co-site gNBs). The small packets can be accommodated at any SBFD slot, so SBFD provides latency improvement as compared to TDD which suffers from queuing latency as there is a single uplink every 5 slots. 
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Figure 2‑27 Case 4 UMa with 100% Grid Shift Scenario: Uplink Perceived Throughput of SBFD operator #2 with Small Packet
Figure 2‑28 shows the median UL UPT comparison for operator #2 at 5%, 50% and 95%. Figure 2-29 captures the uplink Maximum Path Loss (MPL) for target of uplink 1Mbps. At all load scenarios, SBFD can provide uplink coverage extension as compared to TDD. For example, 5 dB UL coverage gain is observed at low load. 
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[bookmark: _Ref134820589][bookmark: _Hlk134810586][bookmark: _Hlk134810469]Figure 2‑28: Case 4 UMa 100% Grid Shift Scenario: Mean Uplink Perceived Throughput for operator#2 
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[bookmark: _Hlk134810625]Figure 2‑29. Case 4 UMa 100% Grid Shift Scenario: UL Coverage of operator #2 based on Maximum Pathloss for Small Packet
Observation 15: For Case 4 UMa (FR1) 100% grid shift with small packet, UL performance of SBFD still shows gain in terms of mean UL UPT and UL coverage gain as compared to semi-static-TDD at the different load.

DL performance of Operator #1 
Figure 2‑29 and Figure 2‑30 capture the downlink UPT of legacy TDD operator #2 coexisting with SBFD in comparison to baseline when both operators have synchronized TDD slot format. The tail of the CFD plots shows some impact/reduction on DL UTP due to the cross-link interference from UL UEs of SBFD operator. The inter-UE CLI is evident at medium and high loading scenario as can be seen in the 5% Mean DL UPT. 
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[bookmark: _Ref134910867]Figure 2‑29. Case 4 (UMa) with 100% Grid Shift Scenario: Downlink Perceived Throughput for Small Packet
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[bookmark: _Ref134910874][bookmark: _Hlk134810843]Figure 2‑30 Case 4 (UMa) with 100% Grid Shift Scenario: Mean Downlink Perceived Throughput for Small Packet

Observation 16: For Case 4 UMa (FR1) 100% grid shift with small packet, inter-UE CLI affects tail DL UPT of operator #1. This impact is evident at 5% Mean UPT.

Figure 2‑31 captures the downlink Maximum Path Loss (MPL) for 10 Mbps. In downlink, SBFD can provide almost similar DL coverage as legacy TDD.
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[bookmark: _Ref134911338]Figure 2‑31: Case 4 (UMa) with 100% Grid Shift Scenario: DL Coverage based on Maximum Pathloss
Grid shift, 0%
In this section, we present the uplink UPT of operator #2 and DL UPT of operator for the 0%% grid shift scenario with the low, medium, and high load scenarios and small packet size. Note that, SBFD slot format for operator #2 is based on Alt4 (XXXXX). 

UL UPT of operator #2
Figure 2‑32 and Figure 2‑33 capture the CDF plot and mean UL UPT of operator #2 (SBFD) respectively while Figure 2‑34 provide the UL coverage gain of SBFD operator in term of MPL with target 1Mbps. Compared to 100% grid shift, the impact of inter-site inter-gNB CLI is less which reflects higher UL gain as w.r.t TDD.
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[bookmark: _Ref134912095]Figure 2‑32 Case 4 (UMa) with 0% Grid Shift Scenario: Uplink Perceived Throughput for Small Packet
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[bookmark: _Ref134912097]Figure 2‑33 Case 4 (UMa) 0% Grid Shift Scenario: Uplink Perceived Throughput Mean for Small Packet
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[bookmark: _Ref134912098]Figure 2‑34 UMa 0% Grid Shift Scenario: Coverage based on Maximum Pathloss for Small Packet
Observation 17: For Case 4 UMa (FR1) 0% grid shift with small packet, UL performance of SBFD still shows gain in terms of mean UL UPT and UL coverage gain as compared to semi-static-TDD at the different load. 

Observation 18: For Case 4 UMa (FR1) with small packet, the impact of inter-site inter-gNB CLI is lower for 0% compared to 100% which results into higher SBFD UL gain with co-site deployment. 
DL performance of Operator #1
In Figure 2‑35 and Figure 2‑36, we show the DL performance of operator #1 with coexistence with SBFD operator in terms of the 5%, 50% and 95% of DL UPT.  Similar observations as 100% grid shift, where inter-UE CLI affects DL performance for tail UEs. DL coverage is almost the same at different load as shown in Figure 2‑37.
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[bookmark: _Ref134912530]Figure 2‑35 UMa 0% Grid Shift Scenario: Downlink Perceived Throughput for Small Packet
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[bookmark: _Ref134912532]Figure 2‑36 UMa 0% Grid Shift Scenario: Downlink Perceived Throughput Mean for Small Packet
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[bookmark: _Ref134912533]Figure 2‑37 UMa 0% Grid Shift Scenario: Coverage based on Maximum Pathloss for Small Packet
Observation 19:For Case 4 UMa (FR1) with 0% grid shift and small packet, CFD plots shows some loss of tail DL UPT of operator #1 due to the inter-UE CLI. This impact is evident at 5% Mean UPT.

FR2-1 Evaluation results (SBFD Case 1 and Dynamic TDD)
Based on the agreed simulation assumptions in RAN1 112bis-e meeting and also previous RAN1 meetings, we provide updated simulation results for SBFD case 1 (non-coexistence case with single SBFD subband configuration), and also provide updated dynamic TDD for both dense urban macro layer and InH scenarios. All the cells belonging to the operator use SBFD operation with the same SBFD subband configuration. 
Below TableTable 2‑1 lists the assumed gNB capability for self-interference for different scenarios with different Tx power assumptions and also co-site inter-sector interference mitigation for FR2-1. The residual self-interference is 6 dB below the thermal noise resulting in a desense of 1 dB.  The table below shows the breakdown of each interference mitigation component. 

Table 2‑3 Split-up of Interference Computation
	
	Self-interference for dense urban macro layer Tx power 30 dBm to meet desense 1 dB
	Self-interference for dense urban macro layer Tx power 40 dBm to meet desense 1 dB
	Self-interference for InH Tx power 23 dBm to meet desense 1 dB
	Co-site inter-sector

	Spatial isolation
	93 dB
	93 dB
	86 dB
	98 dB

	Frequency isolation
	28 dB
	28 dB
	28 dB
	

	Digital interference cancellation
	0 dB
	10 dB
	0 dB
	10 dB

	Total capability
	
	
	
	 130 dB



We analyse the results based on two FTP packet sizes. The small packet size is 4Kbytes for DL and 1Kbyte for UL and large packet size is 0.5Mbyte for DL and 0.125 Mbytes for UL.  We show the CDF plots of the median UL and DL UPT in this contribution. Results with other metrics are submitted to RAN1 excel summary sheet.

In this set of simulation results, 30 dBm Tx power is used for dense urban macro layer, and 23 dBm Tx power is used for InH. 200 MHz bandwidth is used as agreed in baseline option. The rest of the assumptions and modeling follow the baseline EVM RAN1 agreements.

There are some configurations to highlight including:
· In our simulation, each UE is either assigned UL traffic or DL traffic which is option 1 in the related agreement.
· We used Alt 4 of slot format in the simulation (strive for the same UL/DL resource ratio between Legacy TDD and SBFD): 
· Legacy TDD: Static TDD UL/DL configuration with {DDDSU}, where S=[12D:2G:0U]
· SBFD: Frame structure (XXXXX), where X denotes a SBFD slot. In time domain, SBFD UL subband spans all the symbols in a SBFD slot. In frequency domain, SBFD UL subband is about [20%] of the channel bandwidth.
· Dynamic TDD: Frame structure {FFFFF}.
· Dynamic TDD scheduling strategy is strived as below:
· Prioritizes DL only if only DL traffic is available
· Prioritizes UL only if only UL traffic is available
· Converges to legacy TDD ratio (e.g. 4:1) over the short time window if both DL and UL traffics are available to be scheduled to schedule DL or UL for fairness.
· For evaluation and comparison between SBFD and legacy TDD, regarding antenna elements, option 2 is used.
· Opt 2: The total number of antenna elements of the antenna array for SBFD is two times of the total number of antenna elements of the antenna array for legacy TDD.
· The UE antenna configuration is 2x2 antenna elements. Note that, given the analog beamforming constraint of FR2-1, we use one UE per TTI scheduling each for DL and UL.

FR2-1 Dense Urban Macro layer
We provide the updated simulation results for the following options for dense urban macro layer with RAN1 agreed baseline assumptions. Base station Tx power is 30 dBm and slot format XXXXX is used:

Small packet size:
1. DL and UL Median UPT, [low, low], [4kB, 1kB]
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2. DL and UL Median UPT, [medium, medium], [4kB, 1kB]
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3. DL and UL Median UPT, [high, high], [4kB, 1kB]
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Observation 20: For FR2-1 dense urban macro layer uplink median UE UPT performance with small packet size [DL 4kB, UL 1kB]:
Uplink:
· For SBFD with small packet size,
· The system serves latency driven traffic more than throughput driven traffic; therefore, significant gains could be seen in uplink perceived throughput with SBFD over baseline legacy TDD, for all loading levels. 
· This is because duty cycle in SBFD is 100% (i.e., every slot has DL and UL resources), as compared to legacy TDD where UL duty cycle is only 20% - UL opportunity is once in every 5 slots only.
· For dynamic TDD with small packet size, 
· The system serves latency driven traffic more than throughput driven traffic; therefore, significant gains could be seen in uplink perceived throughput with dynamic TDD over legacy TDD, especially for low and medium loading levels. 
· Traffic loading is a key factor for dynamic TDD scenario, and in high load scenario, dynamic TDD performance starts to decade a bit especially for low throughput UEs. 
· Therefore, in high load scenario, SBFD performs better than dynamic TDD.
Note that in all current simulation results, switching delay in dynamic TDD operation is not modelled; with adding N symbols of switching delay for dynamic TDD, the dynamic TDD performance could degrade due to resources used for guard symbols per switching.

Observation 21: For FR2-1 dense urban macro layer downlink median UE UPT performance with small packet size [DL 4kB, UL 1kB]:
Downlink:
· For SBFD with small packet size,
· ~82% UEs for low load, ~76% UEs for medium load, ~72% UEs for high load, achieves better downlink perceived throughput with SBFD over baseline legacy TDD, for all loading levels. 
· However, low UPT/tail UEs has some loss for SBFD compared with baseline legacy TDD. 
· One reason could be that DL occupies ~80% of the frequency resources in all slots, while in legacy TDD, DL occupies 100% of the frequency resources in every 4 of the 5 slots. To transmit a small 4KB packet, depending on the MCS/coding rate, it may take more than 1 SBFD slots with 80% RBs to transmit 1 packet; however, it will finish within 1 slot for legacy TDD with all RBs to transmit 1 packet. Therefore, UPT could see a loss for tail UEs.
· Inter-UE CLI could be another reason.
· For Dynamic TDD with small packet size,
· Gains are seen in downlink perceived throughput with SBFD over baseline legacy TDD, for all loading levels, especially for low and medium loading levels. 
· In high load scenario, dynamic TDD performance starts to decade a bit and SBFD performs better than dynamic TDD for high UPT UEs.

Large packet size:
4. DL and UL Median UPT, [low, low], [500kB, 125kB]
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5. DL and UL Median UPT, [medium, medium], [500kB, 125kB]
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6. DL and UL Median UPT, [high, high], [500kB, 125kB]
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Observation 22: For FR2-1 dense urban macro layer uplink median UE UPT performance with large packet size [DL 500kB, UL 125kB]:
Uplink:
· For SBFD with large packet size,
· The system serves throughput driven traffic; SBFD still achieve much better uplink perceived throughput performance over legacy TDD for all loading levels.
· For dynamic TDD with large packet size, 
· The system serves throughput driven traffic; therefore, significant gains could be seen in uplink perceived throughput with dynamic TDD over legacy TDD, especially for low and medium loading levels. 

Observation 23: For dense urban macro layer downlink median UE UPT performance with large packet size [DL 500kB, UL 125kB]:
Downlink:
· For SBFD with large packet size,
· The system serves throughput driven traffic; SBFD achieves similar performance as legacy TDD.
· For Dynamic TDD with large packet size,
· Gains could be seen in perceived throughput with dynamic TDD over legacy TDD, especially for low and medium loading levels. 

FR2-1 InH
We provide the updated simulation results for the following options for InH with RAN1 agreed baseline assumptions. Base station Tx power is 23 dBm and slot format XXXXX is used:

Small packet size:
1. DL and UL Median UPT, [low, low], [4kB, 1kB]
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2. DL and UL Median UPT, [medium, medium], [4kB, 1kB]
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3. DL and UL Median UPT, [high, high], [4kB, 1kB]
[image: ][image: ]

Observation 24: For InH (FR2-1) uplink median UE UPT performance with small packet size [DL 4kB, UL 1kB]:
Uplink:
· For SBFD with small packet size,
· The system serves latency driven traffic more than throughput driven traffic; therefore, significant gains could be seen in uplink perceived throughput with SBFD over baseline legacy TDD, for all loading levels. 
· For dynamic TDD with small packet size, 
· The system serves latency driven traffic more than throughput driven traffic; therefore, significant gains could be seen in uplink perceived throughput with dynamic TDD over legacy TDD. 
· Traffic loading is a key factor for dynamic TDD scenario, and in high load scenario, dynamic TDD performance starts to decade a bit and SBFD performs better than dynamic TDD in high load.

Observation 25: For InH (FR2-1) downlink median UE UPT performance with small packet size [DL 4kB, UL 1kB]:
Downlink:
· For SBFD with small packet size,
· ~100% UEs for low load, ~95% UEs for medium load, ~90% UEs for high load, achieves better downlink perceived throughput with SBFD over baseline legacy TDD, for all loading levels. 
· Very small percentage (<5%) of low UPT UEs has loss for SBFD compared with baseline legacy TDD. 
· Similar reason as explained in dense urban macro layer observation. 
· In all loading scenarios, SBFD performs better than dynamic TDD, especially for high UPT UEs.
· For Dynamic TDD with small packet size,
· Gains could be seen in downlink perceived throughput with SBFD over baseline legacy TDD, for all loading levels. 


Large packet size:
4. DL and UL Median UPT, [low, low], [500kB, 125kB]
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5. DL and UL UPT, [medium, medium], [500kB, 125kB]
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6. DL and UL UPT, [high, high], [500kB, 125kB]
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Observation 26: For InH (FR2-1) uplink median UE UPT performance with large packet size [DL 500kB, UL 125kB]:
Uplink:
· For SBFD with large packet size,
· The system serves throughput driven traffic; SBFD still achieve better uplink perceived throughput performance over legacy TDD for all loading levels.
· For dynamic TDD with large packet size, 
· The system serves throughput driven traffic; therefore, significant gains could be seen in uplink perceived throughput with dynamic TDD over legacy TDD.

Observation 27: For InH downlink median UE UPT performance with large packet size [DL 500kB, UL 125kB]:
Downlink:
· For SBFD with large packet size,
· The system serves throughput driven traffic; SBFD achieves similar performance as legacy TDD.
· For Dynamic TDD with large packet size,
· Small gains could be seen in perceived throughput with dynamic TDD over legacy TDD, for low and medium loading levels. 
· In high load, dynamic TDD starts to degrade, and it shows loss compared with legacy TDD and also loss compared with SBFD at least for ~78% of the UEs.

Dynamic TDD Evaluation Results
Based on proposed schemes in AI 9.3.3 for handling gNB-to-gNB CLI in dynamic TDD, we study in this section the UL/DL performance trade-off of the four following enhancement methods:

· Scheme 1: DL Power control 
The aggressor gNB reduces downlink transmission power, i.e., power back-off, to limit the impact of CLI at the victims gNBs at the expense of risking the reduction of its downlink SINR, especially at cell edge UEs.

· Scheme 2: UL Power control 
The victim gNB configures the uplink UEs to transmit with higher power in order to increase the received UL SINR and mitigate the impact of gNB-gNB CLI. However, the increase of Po causes higher interference (inter-UE CLI) to the downlink reception of a neighbouring cells.

· Scheme 3: gNB-gNB channel measurements and spatial domain handling (Tx-nulling)
Based on CLI channel measurement, the aggressor gNB obtains the gNB-gNB channel measurements for the potential victim gNB. The potential victim gNB are identified based on the inter-gNB CLI measurement. Then, aggressor gNB optimizes the DL beamforming weights to reduce the interference victim gNBs by utilizing the MIMO degree freedom and creating a null into that direction. 

· Scheme 4: Frequency domain Coordinated scheduling
The frequency resources within the carriers are split into DL subband and UL subband in asynchronous slots. This subband split provides frequency isolation between aggressor and victim gNBs which helps in mitigating inter-gNB CLI. This scheme may be helpful in some scenarios, e.g. small packets, where the loss of frequency resources due to band partitioning is not an issue. 
FR1 Indoor office
Large Packet size
This section captures the User Perceived Throughput  for large packet scenario under all three load conditions. For each Dynamic TDD enhancement technique, the uplink and downlink UPT median CDFs are presented in the figures while mean, 5% and 50% of average UPT of target operation over baseline operation are captured in tables.
DL power control
Figure 3‑1and Figure 3‑2 shows the median CDF plots for the UL and DL UPT respectively at different traffic load. Each figure shows the impact of DL power back-off by 3dB, 6 dB and 10 dB at the aggressor gNB. Since InH is interference-limited environment, reducing the aggressor gNB power will improve the UL UPT, however, it comes at a slight cost of DL UPT reduction. 
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[bookmark: _Ref131716228]Figure 3‑1  Indoor office uplink perceived median throughput: DL power adjustment.
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[bookmark: _Ref131716231]Figure 3‑2  Indoor office downlink perceived median throughput: DL power adjustment




Table 3‑1 Indoor office UPT % gain over baseline for DL power control
	Load
	High 
	Medium 
	Low 

	Power back off
	3dB
	6dB
	10dB
	3dB
	6dB
	10dB
	3dB
	6dB
	10dB

	Average DL UPT CDF
	Mean
	-4.98 
	-10.99
	-20.21
	-3.78
	-7.89
	-14.30
	-2.65
	-5.87
	-10.99

	
	5%
	-7.17
	-13.77
	-27.89
	-4.46
	-9.40
	-16.64
	-6.38
	-11.43
	-18.82

	
	50%
	-4.67
	-12.16
	-23.34
	-4.35
	-7.91
	-15.46
	-2.24
	-5.09
	-11.24

	Average UL UPT CDF

	Mean
	24.11
	48.70
	82.33
	16.06
	33.45
	56.24
	2.76
	6.15
	9.81

	
	5%
	50.71
	101.46
	177.17
	19.37
	44.55
	71.80
	3.19
	7.61
	16.42

	
	50%
	26.00
	53.40
	93.13
	17.02
	32.69
	57.29
	4.35
	8.29
	11.93



Observation 28: Reducing the aggressor cell transmit power allows to boost dynamic TDD uplink mean UPT by 82% at high load. The downlink average UPT decreases by up to 20% when applying 10 dB back off. The reduction in DL performance is modest when 6 dB or 3dB power back off are adopted.  
UL power adjustment for Po
The CDF plots of the median UL and DL UPT are presented in Figure 2‑3 and Figure 2‑4 respectively for low, medium and high traffic loads. For each scenario, the effect of adjusting UL P0 is shown. For the Indoor environment, there is enough power head room to increase the UE transmit power. For example, by increasing the value of P0 from -60 dBm (baseline) to -33 dBm, the UL UPT, however it increases the impact of inter-UE CLI and reduces the DL UPT. 
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Figure 3‑3 Indoor office uplink perceived median throughput: UL power adjustment Po

[image: ]
Figure 3‑4 Indoor office downlink perceived median throughput: UL power adjustment Po

Table 3‑2  Indoor office UPT % gain over baseline (Po = -60 dBm): UL power adjustment Po
	Load
	High
	Medium
	Low

	UL power adjustment Po
	-83dBm
	-33dBm
	-83dBm
	-33dBm
	-83dBm
	-33dBm

	Average DL UPT CDF
	Mean
	6.95
	-36.17
	2.22
	-25.05
	8.08
	-6.00

	
	5%
	7.28
	-45.26
	-2.04
	-25.45
	11.20
	-4.18

	
	50%
	10.94
	-40.75
	4.53
	-26.14
	6.53
	-5.22

	Average UL UPT CDF

	Mean
	-99.70
	145.68
	-95.70
	93.40
	-44.82
	15.76

	
	5%
	-100.00
	310.56
	-100.00
	116.18
	-48.39
	27.38

	
	50%
	-100.00
	157.68
	-100.00
	99.16
	-47.09
	16.96



Observation 29: Increasing UE transmit power improves UL performance of dynamic TDD. The drawback is the reduction of DL UPT especially at high load. 

Observation 30: Reducing UE transmit power to handle UE-UE CLI is not recommended as more than 92% UEs have zero UL median throughput at high and medium load. 
Inter-gNB channel measurement and Tx nulling
The CDF plots of the median UL and DL UPT are presented in Figure 3‑5 and Figure 3‑6 respectively for low, medium and high traffic loads. For each scenario, the effect of aggressor gNB Tx Nulling is compared to baseline dynamic TDD without Tx nulling. As expected, this technique reduces the impact of inter-gNB CLI resulting in higher UL UPT. However, as gNB utilizes some of the MIMO degrees of freedom for Tx nulling, there is a modest impact on DL UPT. 
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[bookmark: _Ref131762067]Figure 3‑5 Indoor office uplink perceived median throughput: Inter-gNB channel measurement and Tx nulling

[image: ]
[bookmark: _Ref131762069]Figure 3‑6  Indoor office downlink perceived median throughput: Inter-gNB channel measurement and Tx nulling

Table 3‑3 Indoor office UPT % gain over baseline operation: 
Inter-gNB channel measurement and Tx nulling
	Load
	 Large 
	Medium  
	Low 

	Average DL UPT CDF
	Mean
	-13.25
	-12.76
	-9.84

	
	5%
	-30.24
	-29.12
	-23.54

	
	50%
	-10.76
	-11.09
	-6.71

	Average UL UPT CDF

	Mean
	114.88
	73.07
	9.59

	
	5%
	311.71
	97.95
	16.77

	
	50%
	123.57
	74.05
	11.04



Observation 31: Transmission beam nulling allows to increase mean UL performance by up to 114%. It modestly affects downlink performance however as the aggressor gNB beamforming is designed not only to serve the DL users but also to suppress the interference to the victim gNBs.  

Frequency domain Coordinated scheduling
The CDF plots of the median UL and DL UPT are presented in   Figure 3‑7 and Figure 3‑8respectively for low, medium and high traffic loads. For each scenario, the impact of frequency domain coordinated scheduling is presented against baseline dynamic TDD. For large packets, the loss of frequency resources (either DL or UL) will have a direct impact on the DL and UL UPT. It is worth mentioning that in this study, the frequency resources of the all slots are divided evenly between DL and UL subbands. 
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[bookmark: _Ref131762401]Figure 3‑7 Indoor office uplink perceived median throughput: Frequency domain Coordinated scheduling 

[image: ]
[bookmark: _Ref131762404]Figure 3‑8 Indoor office downlink perceived median throughput: Frequency domain Coordinated scheduling






Table 3‑4 Indoor office UPT gain of target operation over baseline operation: Freq. domain Coordinated scheduling
	Load
	High 
	Medium 
	Low 

	Average DL UPT CDF
	Mean
	-17.99
	-19.90
	-23.81

	
	5%
	-21.17
	-20.60
	-25.71

	
	50%
	-15.46
	-18.88
	-22.97

	Average UL UPT CDF

	Mean
	-25.18
	-31.07
	-56.89

	
	5%
	32.45
	-8.67
	-53.93

	
	50%
	-23.72
	-30.66
	-56.18




Observation 32: Frequency domain coordinated scheduling does not provide any gains in both UL and DL for large packet size as it underutilizes resources.

Observation 33: Power control-based solutions and transmission beam nulling look mitigate gNB-to-gNB CLI in the case of is however a large packet size. There is however trade-off between the gains in UL and the negative impact in the DL performance. 

Small Packet size
This section captures the UPT  for small packet scenario under all three load conditions. As in the previous,  the uplink and downlink UPT median CDFs are presented in the figures while mean, 5% and 50% of average UPT of target operation over baseline operation are presented in tables.
DL power control 
[image: ]
Figure 3‑9 Indoor office uplink perceived median throughput: DL power adjustment 
[image: ]
Figure 3‑10 Indoor office downlink perceived median throughput: DL power adjustment
‑
Table 3‑5 Indoor office UPT % gain over baseline: DL power back-off
	Load
	High
	Medium
	Low

	power back off
	 3dB
	6dB
	10dB
	3dB
	6dB
	10dB
	 3dB
	6dB
	10dB

	Average DL UPT CDF

	Mean
	-0.09
	-0.04
	0.08
	0.09
	0.17
	0.32
	0.01
	-0.03
	-0.28

	
	5%
	-0.11
	-0.26
	-0.07
	-0.09
	0.07
	0.04
	0.02
	0.01
	-0.21

	
	50%
	-0.07
	-0.02
	0.14
	0.05
	0.34
	0.41
	-0.12
	0.04
	-0.26

	Average UL UPT CDF

	Mean
	5.05
	6.91
	7.44
	0.16
	0.30
	0.42
	0.11
	0.21
	0.29

	
	5%
	50.87
	62.50
	65.43
	0.11
	0.20
	0.36
	0.26
	0.34
	0.45

	
	50%
	0.23
	0.49
	0.74
	0.07
	0.17
	0.29
	0.05
	0.15
	0.22



Observation 34: The percentile of links affected by gNB-to-gNB CLI is very limited when the packet size is small. Reducing the aggressor gNB cell transmit power is mainly increasing the UL performance of the 5th percentile at high load with an insignificant negative affect of the DL results.





UL power adjustment Po
[image: ]
Figure 3‑11 Uplink perceived median throughput: UL power adjustment Po‑
[image: ]
Figure 3‑12 Indoor office downlink perceived median throughput: UL power adjustment Po
Table 3‑6 Indoor office % UPT gain over baseline: Po adjustment Po
	Load 
	High
	Medium
	Low

	33‑133UL power adjustment Po
	-83dBm
	-33dBm
	-83dBm
	-33dBm
	-83dBm
	-33dBm

	Average DL UPT CDF

	Mean
	0.52
	-1.02
	-0.02
	0.47
	0.53
	-0.28

	
	5%
	0.31
	-4.41
	-0.03
	0.20
	0.44
	-0.14

	
	50%
	0.32
	-0.48
	0.02
	0.89
	0.50
	-0.33

	Average UL UPT CDF

	Mean
	-100.00
	7.80
	-96.87
	0.56
	-0.29
	-2.29

	
	5%
	-100.00
	65.91
	-100.00
	0.40
	-0.56
	-4.57

	
	50%
	-100.00
	1.02
	-100.00
	0.39
	-0.07
	-2.64


Observation 35: Adjusting the UE transmission power allows to increase 5th percentile of the average UL throughput by 70% at high load.

Inter-gNB channel measurement and Tx nulling
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Figure 3‑14 Indoor office uplink perceived median throughput: Inter-gNB channel measurement and Tx nulling‑
[image: ]
Figure 3‑15 Indoor office downlink perceived median throughput: Inter-gNB channel measurement and Tx nulling‑
Table 3‑7 Indoor office UPT % gain over baseline for small packet size
 Inter-gNB channel measurement and Tx nulling
	Load
	High
	Medium
	Low

	Average DL UPT CDF

	Mean
	-1.51
	-0.85
	-0.36

	
	5%
	-5.48
	-0.31
	-0.96

	
	50%
	-0.50
	-0.68
	-0.26

	Average UL UPT CDF

	Mean
	7.50
	0.37
	0.28

	
	5%
	65.99
	0.41
	0.47

	
	50%
	0.75
	0.29
	0.25


Observation 36: Beam nulling allows increases 5th percentile of the average UL throughput by 56% in high load scenario. There is practically no impact on DL throughput; the worst case is less than 1%.  
Frequency domain Coordinated scheduling
[image: ]
Figure 3‑16 Indoor office uplink perceived median throughput: Coordinated scheduling, SBHD
[image: ]
Figure 3‑17 Indoor office downlink perceived median throughput: Coordinated scheduling, SBHD

Table 3‑8 Indoor office UPT gain of target operation over baseline operation: Coordinated scheduling, SBHD
	Load
	High 
	Medium 
	Low 

	Average DL UPT CDF

	Mean
	-0.36
	-0.76
	-1.13

	
	5%
	-0.94
	-0.48
	-1.47

	
	50%
	-0.16
	-0.65
	-1.23

	Average UL UPT CDF

	Mean
	6.59
	0.65
	0.52

	
	5%
	58.13
	0.35
	0.37

	
	50%
	0.72
	0.58
	0.40



Observation 37: Frequency domain coordinated scheduling allows also to increase 5th percentile of the average UL throughput by 58%. The impact on DL performance is less than 1% in the worst case.

Observation 38: The impact of CLI on the UL performance is insignificant at low and medium load when the packet size is small. At high load, the impact is very limited on UL performance and all the four considered enhancement techniques provide large improvement without scarifying DL throughput.
FR1 HetNet 
In this section, we present the evaluation results for DL power adjustment and UL power control in HetNet deployment, Case 3-2. The evaluation assumptions are summarized in Table 7‑5. Based on RAN1 agreement, Layer 2 is based on Indoor office deployment with 12 Indoor TRPs. The TDD pattern for Indoor TRPs are based on UL-heavy semi-static TDD pattern {DSUUU} based on potential enhancements.  Figure 3‑18 highlights the effects of CLI on dynamic TDD performance in the case of HetNet layout with the agreed assumptions. It shows the median perceived throughput of dynamic TDD when CLI is/is not considered for small packet size and high load. Legacy TDD results are also plotted as a reference. 

As can be clearly seen on the top right-side curves in Figure 3‑18, uplink perceived throughput of indoor UEs attached to indoor TRPs is not impact with the existence of inter-gNB CLI, except for the weakest 1st percentile links when Macro-Indoor CLI is totally detected. This means that inter-gNB is much weaker than the legacy UL interference, or in other word, the interference caused by the downlink of the layer 1 TRPs on to the uplink of layer 2 TRPs is negligeable. 
[image: ]
[bookmark: _Ref131764360]Figure 3‑18 HetNet perceived median throughput in case of small packet, high load and Po=-60 dBm: CLI effect on dynamic TDD
To study dynamic TDD enhancement techniques in HetNet, the following assumption on HetNet deployment are considered:
· Reduce the inter-BS distance of macro layer (layer 1) from 500m to 200m
· Use 100% low loss model for building penetration loss instead of 80% low-loss model and 20% high-loss model proposed by RAN1

Figure 3‑19 compares the coupling loss of Macro-Indoor gNBs when ISD=500m + 80%/20% penetration model versus the scenario with ISD=200m and 100% low loss model for building penetration loss. It is clear that CL between UMA and indoor office TRPs is increased by about 23 dB which will surely increase the inter-gNB impact on layer 2 indoor office uplink performance which is illustrated in the results. 

All HetNet results shown in the next sections are therefore obtained considering ISD=200m and 100% low loss building penetration loss model.
[image: ]
[bookmark: _Ref131766872]Figure 3‑19: HetNet Layer 2 to Layer 1 gNB Coupling Loss (CL) when ISD is equal to 500m and 200m
Moreover, RAN 1 agreed that UL/DL arrival rate is selected for each layer independently so that each layer using legacy static TDD {DDDSU} achieves a certain level of Type-2 RU. In particular, the downlink loading for the indoor layer is determined separately based on DDDSU slot configuration. When we switch to Dynamic TDD operation, indoor TRPs use DSUUU which is roughly 50% less downlink resources than the legacy TDD used to determine the arrival rate. This makes the layer 2 downlink heavily saturated as can be seen in bottom right-side curves in layer 2 downlink UPT of dynamic TDD curves in Figure 3‑18 where more than 50% of packets are not delivered in dynamic TDD with high load.

As high downlink traffic is not the target use-case for layer 2. We are going to set the arrival rate independently for uplink and downlink in layer 2. Namely, HetNet results presented in the next section we will use the loading defined in the following table:

	
	“High”
	“Medium”
	“Low”

	Layer #1
	Downlink Load
	high
	medium
	low

	
	Uplink Load
	
	
	

	Layer #2
	Downlink Load
	low
	low
	low

	
	Uplink Load
	high
	medium
	low


Large Packet size
This section captures the User Perceived Throughput  for large packet scenario under all three load conditions. We are going to focus on power based enhancement techniques in HetNet scenarios. For each Dynamic TDD enhancement technique, the uplink and downlink UPT median CDFs per layer are presented in the figures while mean average UPT of target operation over baseline operation are captured in tables.

DL power control
Figure 3‑20 to Figure 3‑23 present the median UL and DL UPT for each layer. Each figure shows the impact of Macro TRP (layer #1) downlink power back-off by 3 dB, 6 dB and 10 dB. As expected, reducing the downlink power of the aggressor gNBs (layer 1) is improving the UL UPT of layer 2 for all loads as the amount of inter-gNB CLI is reduced. In addition, downlink UPT of Layer#2 also improves as the legacy DL interference is reduced. 

It is worth mentioning a good percentage of the indoor TRPs are being served by the outdoor Macro TRPs. With DL power-back off the outdoor Macro TRPs, some of these UE, especially weakest link, change their serving TRP to the Indoor TRP. Surprisingly, it was observed that the downlink UPT of layer #1 is also slightly improved when downlink power of layer 1 gNBs are reduced. This can be explained by the fact that many of the weakest downlink UEs which were attached to Macro TRP (layer #1) are switched and being served by Indoor TRPs (layer #2).  

[image: ]
[bookmark: _Ref134807712]Figure 3‑20: Layer #2 Uplink Perceived Median throughput: DL power adjustment
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Figure 3‑21: Layer #2 Downlink Perceived median throughput: DL power adjustment


[image: ]
Figure 3‑22: Layer #1 Uplink Perceived Median throughput: DL power adjustment

[image: ]
[bookmark: _Ref134807733]Figure 3‑23:  Layer 1 downlink perceived median throughput: DL power adjustment

Table 3‑9 HetNet Mean UPT % gain over baseline for DL power control
	Load
	High
	Medium
	Low

	Power Back off
	3dB
	6dB
	10dB
	3dB
	6dB
	10dB
	3dB
	6dB
	10dB

	Layer 2 average UL UPT CDF
	16.86
	35.82
	70.35
	11.83
	23.43
	42.61
	2.15
	4.42
	8.31

	Layer 2 average DL UPT CDF
	59.96
	221.75
	368.87
	32.39
	68.37
	93.14
	7.55
	13.45
	17.04

	Layer 1 average UL UPT CDF
	7.43
	14.15
	24.51
	5.68
	11.22
	16.38
	2.09
	3.81
	6.22

	Layer 1 average DL UPT CDF
	8.57
	16.38
	25.81
	6.26
	11.22
	17.75
	4.21
	6.90
	11.62



Observation 39: Reducing the Macro-TRP downlink power reduces the impact of inter-gNB CLI and improves the UL UPT of Layer#2 TDD uplink mean UPT by 72% at high load and large packet. The DL UPT of Layer #2 is additionally improved as the impact legacy DL interference from Macro TRP is alleviated. In addition, no no negative impact on layer 1 downlink UPT is observed as all weakest UEs switch to layer 1 TRPs for downlink to indoor TRPs

UL power adjustment Po
The UL and DL UPT results of both layers with adjusting uplink power Po for layer 2 UEs are shown in Figure 3‑24 to Figure 3‑27. With Increasing Po of layer 2 UEs from –60 dBm (baseline) to –40 dBm, the layer 2 uplink UPT significantly increases as expected. However, it increases the impact of inter-UE CLI and reduces slightly layer 1 downlink perceived median throughput, especially at high and medium load. Lower DL UPT for layer 1 means that layer 1 Macro TRPs will transmit for longer period, e.g re-transmission, which increases the legacy DL interference at downlink indoor UEs. This is what explains the slight degradation in layer 2 downlink UPT with lower P0 =–40 dBm.
 

[image: ]
[bookmark: _Ref134813346]Figure 3‑24 Layer 2 uplink perceived median throughput: UL power adjustment Po
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Figure 3‑25 Layer 2 HetNet downlink perceived median throughput: UL power adjustment Po

[image: ]
Figure 3‑26 Layer 1 HetNet uplink perceived median throughput: UL power adjustment Po


[image: ]
[bookmark: _Ref134813351]Figure 3‑27 Layer 1 HetNet downlink perceived median throughput: UL power adjustment Po


Table 3‑10 HetNet Mean UPT gain % over baseline: Po adjustment
	Load
	High
	Medium
	Low

	UL power adjustment Po
	-40dBm
	-70dBm
	-40dBm
	-70dBm
	-40dBm
	-70dBm

	Layer 2 average UL UPT CDF
	108.34
	-79.75
	69.69
	-62.81
	14.78
	-24.77

	Layer 2 average DL UPT CDF
	-41.40
	11.49
	-50.27
	1.45
	-0.85
	0.17

	Layer 1 average UL UPT CDF
	-4.43
	0.32
	-3.45
	0.15
	-1.06
	0.07

	Layer 1 average DL UPT CDF
	-7.65
	-0.26
	-5.94
	0.56
	-0.98
	0.11



Observation 40: Increasing the transmit power of Layer 2 UEs (e.g higher P0) reduces the impact of inter-gNB CLI (higher UL SINR) and improve the UL UPT of Layer2. The drawback is a slight reduction of DL UPT of both layer 1 and layer 2 especially at high load.

Small Packet size
This section presents the UPT for small packet scenario. As in the previous, the median CDFs of uplink and downlink UPT are shown in the figures while mean average UPT of target operation over baseline operation are presented in tables.

DL power control
[image: ]
[bookmark: _Ref134815838]Figure 3‑28 Layer 2 uplink perceived median throughput: DL power adjustment
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Figure 3‑29 Layer 2 downlink perceived median throughput: DL power adjustment
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Figure 3‑30 Layer 1 uplink perceived median throughput: DL power adjustment
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Figure 3‑31:Layer 1 HetNet downlink perceived median throughput: DL power adjustment


Table 3‑11: Case 3-2 UPT % gain over baseline for DL power control
	Load
	High
	Medium
	Low

	Power Back off
	3dB
	6dB
	10dB
	3dB
	6dB
	10dB
	3dB
	6dB
	10dB

	Layer 2 average UL UPT CDF
	7.98
	13.11
	20.42
	4.62
	8.05
	11.39
	-0.21
	-0.47
	-0.49

	Layer 2 average DL UPT CDF
	-1.19
	1.94
	5.60
	2.05
	4.11
	5.39
	0.22
	0.28
	0.42

	Layer 1 average UL UPT CDF
	5.69
	10.51
	12.23
	2.26
	3.59
	3.77
	0.07
	0.13
	0.18

	Layer 1 average DL UPT CDF
	3.39
	5.71
	9.76
	1.16
	1.58
	2.92
	0.10
	0.14
	0.22





Observation 41: Reducing layer 1 gNB transmission power decreases inter-gNB CLI at layer 2 which increases its uplink UPT by 20% at high load when small packet size is considered.

UL power adjustment Po

[image: ]
Figure 3‑32 Layer 2 uplink perceived median throughput: UL power adjustment Po
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Figure 3‑33 Layer 2 downlink perceived median throughput: UL power adjustment Po
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Figure 3‑34 Layer 1 uplink perceived median throughput: UL power adjustment Po
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Figure 3‑35 Layer 1 downlink perceived median throughput: UL power adjustment Po

Table 3‑12: Case 3-2 UPT gain (%) over baseline: Po adjustment

	Load
	High
	Medium
	Low

	UL power adjustment Po
	-40dBm
	-70dBm
	-40dBm
	-70dBm
	-40dBm
	-70dBm

	Layer 2 average UL UPT CDF
	14.62
	-70.12
	9.13
	-61.00
	0.83
	-5.39

	Layer 2 average DL UPT CDF
	-0.88
	0.07
	-0.93
	0.01
	0.05
	-0.02

	Layer 1 average UL UPT CDF
	-1.77
	-0.11
	-0.70
	-0.18
	-0.21
	-0.14

	Layer 1 average DL UPT CDF
	-5.41
	0.28
	-3.72
	-0.53
	-0.06
	0.04



Observation 42: Boosting uplink transmission power by increasing Po for UEs attached to layer 2 increases layer 2 UPT by up to 15% when the packet size is small. The impact on layer 1 downlink UPT is less than 5.4% at high load.
FR1 UMa
To enable dynamic TDD in FR1 macro cell deployment with flexile adaptation of slot format based on traffic, we considered frequency-domain coordinating scheduling scheme. The slots are divided into synchronous and asynchrons slot. In the asynchronous slots, gNBs could have different traffic direction, in specific subset of the frequency resources of this slot. This is achieved by some coordinated scheduling schwere where the channel BW is split into DL subband and UL subband as show in Figure 3‑36. The subband split provides frequency isolation between aggressor and victim gNBs with help to mitigate inter-gNB CLI.



[bookmark: _Ref101943345]Figure 3‑36: subband isolation to enable dynamic TDD
To evaluate the potential enhancement of dynamic TDD by deploying subband half-duplex operation, system level evaluation study was conducted where all slots are assumed to be flexible subband and cells can either adopt DL subband or UL subband based on traffic direction. In this study, an example of two cells deploying SBHD is shown in Figure 3‑37.  The complete SLS assumptions for the UMa with dynamic TDD deployment and baseline TDD are summarized in Table 7‑6 at the appendix. 
[image: ]
[bookmark: _Ref101943541]Figure 3‑37: Freq. domain coordinated scheduling for enabling dynamic TDD in UMa

Figure 3‑28 shows the UL median UPT for Dynamic-TDD using freq. domain coordinated scheduling as compared to semi-static UMa. Up to 5 dB improvement in UL coverage is observed over TDD. This is due to more UL UL TX opportunities for cell-edge UEs that reduces UL blocking delay and improves UL coverage. 

[image: A picture containing text, line, plot, diagram
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Figure 3‑38 Median UL UPT for dynamic TDD with freq-domain coordinated scheduling.

Observation 43: For UMa (FR1), the otential enhancement of Dynamic TDD based Freq. domain coordinating scheduling improves UL User Perceived Throughput by 48% as compared to semi-static static TDD.




Link-level study evaluation
In RAN1 meeting #111, it was agreed to that LLS can be performed for at least the evaluation of coverage metric for SBFD deployment cases. In addition, few other link-level studies, e.g., evaluation of inter-UE CLI, were listed for further discussion. 

UL Coverage Study
Interference modelling in LLS
For LLS evaluation on coverage for SBFD, it was agreed to consider self-interference, co-site inter-sector interference, inter-site gNB-gNB co-channel inter-subband CLI and UE-gNB interference in TDD system and SBFD system. For the TDD UL slot, additive white Gaussian noise with variance of  is generated, where  where  is UE-gNB interference and  is noise (in linear scale). For SBFD slots, additive white Gaussian noise with variance of  is generated, where  where , , ,  are self-interference, co-site inter-sector interference, inter-site gNB-gNB co-channel inter-subband CLI and UE-gNB interference (in linear scale), respectively. 

 and  can be derived based on statistic in SLS statistics.  For UMa deployment, the CDF plots of the overall Interference over noise (INR) was collected for the different loads and used for interference modelling for both TDD and SBFD symbols as shown in Figure 4‑1

[image: ]
[bookmark: _Ref127481760]Figure 4‑1: INR CDF plots of self-interference and inter-gNB interference for different loads

Evaluation Results
In this section, we discuss the results for PUSCH coverage study in SBFD. The simulation assumption for this study is listed in Table 7‑7 in the appendix.  Figure 4‑2 shows the PUSCH TB error rate for SBFD at different loading compared to SBFD interference-free and static TDD. For target 10% TBER, PUSCH repetition with low load achieves roughly 5 dB gain compared to static TDD. As expected, this gain is almost the same across the different load scenario. The coverage metrics for SBFD and static TDD are summarized in Table 4‑1
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[bookmark: _Ref131613121]Figure 4‑2 TBER for SBFD at low, medium, and high load vs static TDD

[bookmark: _Ref134816481]Table 4‑1: SBFD coverage gain (Case 2)
	
	Static TDD
	SBFD

	
	Low load
	Medium load
	High load
	Low load
	Medium Load
	High load

	Required SINR (dB) per RxAnt
	-8.08
	-6.77
	-6.39
	-13.38
	-11.45
	-11.13

	MCL (dB)
	129.47
	128.16
	127.78
	134.77
	132.84
	132.53

	MIL (dB)
	135.27
	133.96
	133.58
	140.57
	138.64
	138.33

	Available Path Loss (dB)
	104.54
	103.23
	102.85
	109.84
	107.91
	107.60

	Overall gain
	-
	-
	-
	5.3 dB
	4.68 dB
	4.75 dB




Observation 44: For UL coverage based on LLS, it is observed that SBFD can improve PUSCH UL coverage by 5 dB using five repetitions across SBFD and non-SBFD slots (Alt 2 slot format) as compared to single PUSCH transmission in UL slot in semi-static TDD. 
Inter-UE CLI
Link-level is an essential tool for evaluating the effect of inter-UE CLI on DL performance and to study the impact of the guard band and minimum distance between the UEs on the DL performance. Initial LLS results are shared in our companion contribution [2]. In addition, the study should evaluate the effectiveness of UE filtering on improving the selectivity and reducing the effect of inter-UE CLI [3]. 

In this study, we evaluated the degradation of downlink throughput in the presence of inter-UE CLI with respect to the baseline without inter-UE CLI. The two UEs are spaced at different distances of 0.3m to 9m and are LOS. The victim UE is scheduled with PDSCH reception with rank 4 on both DL subbands, with 108 RB on each subband (RBs: 1-108, 165-272) and the aggressor UE is configured with UL transmission in the middle UL subband with different UL RB allocations of {113-158, 118-153, 123-148, 128-143, 133-138} which corresponds to GB between UL and DL of size {5  RBs, 10 RBs, 15 RBs, 20 RBs,  25 RBs}, respectively. For accurate model of inter-UE CLI, the inter-subband leakage model, a.k.a Adjacent subband leakage ratio (ASRL) was obtained using realistic commercial PA model. Figure 2 5 shows how the ASLR response of an UL signal is modelled by a linear CLI response in a similar model as the IBE mask.  In particular, we assume ASLR is -30 dBc lower than UL signal in the first ASLR bin, 2nd ASLR bin is -40 dB lower than UL, and so on.  Note that each ASLR bin is assumed to have the same BW as UL BW.
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[bookmark: _Ref127518483][bookmark: _Ref114589671]Figure 4‑3 UL Adjacent suubband leakage ratio (ASLR) model

The percentage of achievable throughput compared to baseline without CLI is shown in Figure 4‑4, for different GB sizes and different distance separating the victim and aggressor UEs. The results show that increasing the GB between UL and DL can help reduce impact of inter-UE CLI till a certain point, beyond which the performance will be limited by quantization noise due to AGC bias by the strong inter-UE CLI. This happens when the inter-UE CLI is much larger than the DL signal, in which, the AGC will be set based on the inter-UE CLI which leads to loss of dynamic range of the DL signal. The impact of quantization noise will increase with difference in UL-DL powers. 
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[bookmark: _Ref127518568][bookmark: _Ref111131414]Figure 4‑4 Achievable TPUT (%) for different GB values and different distances between aggressor and victim UEs

Observation 45 The impact of the guardband between is evaluated using LLS to study the effect of inter-UE CLI on the UE DL reception. 
· When DL performance is impacted by the inter-SB CLI leakage to DL subband, it was observed that increasing the guardband between the scheduled DL and UL helps reducing the inter-UE CLI and recovering some TPUT loss. 
· When the intra-SB CLI is much large than DL signal, e.g. due to close UEs proximity, the UE receiver AGC will be biased the strong blocker which leads to loss of dynamic range of the DL signal due to quantization noise. In that case, increasing the guardband is not helpful.


[bookmark: _Ref463027406][bookmark: _Ref465963195][bookmark: _Ref466040522][bookmark: _Ref378529477][bookmark: _Toc424303267][bookmark: _Toc425248865][bookmark: _Toc425344835][bookmark: _Toc425350726][bookmark: _Toc425501584][bookmark: _Toc425504168][bookmark: _Ref525738606][bookmark: _Ref7626308][bookmark: _Ref21100018]Conclusions
In summary, we have the following conclusion for the evolution of NR SBFD operation.

Observation 1: For Case 1 UMa (FR1) with small packet size, SBFD Alt 4 with small packets exhibits higher downlink UPT gain as compared to TDD and SBFD Alt 2. The gain is due to duty cycle improvement in SBFD slot format Alt 4. Cell edge UEs with SBFD Alt 2/4 are affected due to UE-UE CLI.

Observation 2: For Case 1 UMa (FR1) with small packet size, the median Uplink UPT of SBFD Alt 2/4 exhibits gain as compared to TDD even in the presence of gNB-gNB cross link interference.

Observation 3: For Case 1 UMa (FR1) with small packet size, the increase in Uplink resource in Alt2 (XXXXU) did not results in proportionate UPT improvement in any load condition.

Observation 4: For Case 1 UMa (FR1) with small packet size, tail performance of downlink transfer time in SBFD is high because of UE-UE cross link interference. Longer transfer time projects the network’s the ability to handle the load without dropping the packet but subjecting to cross link interference. 

Observation 5: For Case 1 UMa (FR1) with small packet size, SBFD exhibits improved uplink coverage as compared to TDD under all load conditions and with gNB-gNB Cross Link Interference. Downlink coverage is comparable to TDD and reduced in some cases due to increased UE-UE Cross Link Interference

Observation 6: For Case 1 UMa (FR1) with large packet, the UPT observed for DL and UL aligns with the available resources in uplink and downlink.

Observation 7: For Case 1 UMa (FR1) with large packet, the median uplink UPT of Alt2 (XXXXU) is higher compared to TDD due to increase in uplink resource in the specific slot format. 

Observation 8: For UMa with large packet size, SBFD Alt 2/4 provides higher uplink coverage as compared to TDD as TDD is limited by uplink UEs Tx power over the U slots. 

Observation 9: For Indoor Hotspot (FR1) with small packet, downlink and uplink UPTs of SBFD Alt 4 exhibits gain in all loads as compared to TDD due to duty cycle improvement. The placement of Indoor TRPs on the ceiling has lowered the impact of cross-link interference between gNBs. 

Observation 10: For Indoor Hotspot (FR1) with small packet, SBFD Alt 2 exhibits similar performance of TDD in DL UPT, and similar performance of SBFD Alt 4 in uplink UPT.

Observation 11: For Indoor Hotspot (FR1) with small packet, under high load conditions SBFD Alt2 starts to show loss in downlink gains as compared to TDD as it has lower downlink resources as compared to TDD. 

Observation 12: For Indoor Hotspot (FR1) with large packet, SBFD Alt2 exhibits large gain in UL UPT as compared to TDD due to more uplink resources than TDD and uplink duty cycle advantage.

Observation 13: For Indoor Hotspot (FR1) with large packet, SBFD Alt4 has exhibits some gains in UL UPT as compared to TDD.

Observation 14: For Indoor Hotspot (FR1) with large packet, SBFD Alt 2/4 has lower DL resources than TDD, resulting into lower DL UPT. 

Observation 15: For Case 4 UMa (FR1) 100% grid shift with small packet, UL performance of SBFD still shows gain in terms of mean UL UPT and UL coverage gain as compared to semi-static-TDD at the different load.

Observation 16: For Case 4 UMa (FR1) 100% grid shift with small packet, inter-UE CLI affects tail DL UPT of operator #1. This impact is evident at 5% Mean UPT.

Observation 17: For Case 4 UMa (FR1) 0% grid shift with small packet, UL performance of SBFD still shows gain in terms of mean UL UPT and UL coverage gain as compared to semi-static-TDD at the different load. 

Observation 18: For Case 4 UMa (FR1) with small packet, the impact of inter-site inter-gNB CLI is lower for 0% compared to 100% which results into higher SBFD UL gain with co-site deployment. 

Observation 19:For Case 4 UMa (FR1) with 0% grid shift and small packet, CFD plots shows some loss of tail DL UPT of operator #1 due to the inter-UE CLI. This impact is evident at 5% Mean UPT.

Observation 20: For FR2-1 dense urban macro layer uplink median UE UPT performance with small packet size [DL 4kB, UL 1kB]:
Uplink:
· For SBFD with small packet size,
· The system serves latency driven traffic more than throughput driven traffic; therefore, significant gains could be seen in uplink perceived throughput with SBFD over baseline legacy TDD, for all loading levels. 
· This is because duty cycle in SBFD is 100% (i.e., every slot has DL and UL resources), as compared to legacy TDD where UL duty cycle is only 20% - UL opportunity is once in every 5 slots only.
· For dynamic TDD with small packet size, 
· The system serves latency driven traffic more than throughput driven traffic; therefore, significant gains could be seen in uplink perceived throughput with dynamic TDD over legacy TDD, especially for low and medium loading levels. 
· Traffic loading is a key factor for dynamic TDD scenario, and in high load scenario, dynamic TDD performance starts to decade a bit especially for low throughput UEs. 
· Therefore, in high load scenario, SBFD performs better than dynamic TDD.
Note that in all current simulation results, switching delay in dynamic TDD operation is not modelled; with adding N symbols of switching delay for dynamic TDD, the dynamic TDD performance could degrade due to resources used for guard symbols per switching.

Observation 21: For FR2-1 dense urban macro layer downlink median UE UPT performance with small packet size [DL 4kB, UL 1kB]:
Downlink:
· For SBFD with small packet size,
· ~82% UEs for low load, ~76% UEs for medium load, ~72% UEs for high load, achieves better downlink perceived throughput with SBFD over baseline legacy TDD, for all loading levels. 
· However, low UPT/tail UEs has some loss for SBFD compared with baseline legacy TDD. 
· One reason could be that DL occupies ~80% of the frequency resources in all slots, while in legacy TDD, DL occupies 100% of the frequency resources in every 4 of the 5 slots. To transmit a small 4KB packet, depending on the MCS/coding rate, it may take more than 1 SBFD slots with 80% RBs to transmit 1 packet; however, it will finish within 1 slot for legacy TDD with all RBs to transmit 1 packet. Therefore, UPT could see a loss for tail UEs.
· Inter-UE CLI could be another reason.
· For Dynamic TDD with small packet size,
· Gains are seen in downlink perceived throughput with SBFD over baseline legacy TDD, for all loading levels, especially for low and medium loading levels. 
· In high load scenario, dynamic TDD performance starts to decade a bit and SBFD performs better than dynamic TDD for high UPT UEs.

Observation 22: For FR2-1 dense urban macro layer uplink median UE UPT performance with large packet size [DL 500kB, UL 125kB]:
Uplink:
· For SBFD with large packet size,
· The system serves throughput driven traffic; SBFD still achieve much better uplink perceived throughput performance over legacy TDD for all loading levels.
· For dynamic TDD with large packet size, 
· The system serves throughput driven traffic; therefore, significant gains could be seen in uplink perceived throughput with dynamic TDD over legacy TDD, especially for low and medium loading levels. 

Observation 23: For FR2-1 dense urban macro layer downlink median UE UPT performance with large packet size [DL 500kB, UL 125kB]:
Downlink:
· For SBFD with large packet size,
· The system serves throughput driven traffic; SBFD achieves similar performance as legacy TDD.
· For Dynamic TDD with large packet size,
· Gains could be seen in perceived throughput with dynamic TDD over legacy TDD, especially for low and medium loading levels. 

Observation 24: For InH (FR2-1) uplink median UE UPT performance with small packet size [DL 4kB, UL 1kB]:
Uplink:
· For SBFD with small packet size,
· The system serves latency driven traffic more than throughput driven traffic; therefore, significant gains could be seen in uplink perceived throughput with SBFD over baseline legacy TDD, for all loading levels. 
· For dynamic TDD with small packet size, 
· The system serves latency driven traffic more than throughput driven traffic; therefore, significant gains could be seen in uplink perceived throughput with dynamic TDD over legacy TDD. 
· Traffic loading is a key factor for dynamic TDD scenario, and in high load scenario, dynamic TDD performance starts to decade a bit and SBFD performs better than dynamic TDD in high load.

Observation 25: For InH (FR2-1) downlink median UE UPT performance with small packet size [DL 4kB, UL 1kB]:
Downlink:
· For SBFD with small packet size,
· ~100% UEs for low load, ~95% UEs for medium load, ~90% UEs for high load, achieves better downlink perceived throughput with SBFD over baseline legacy TDD, for all loading levels. 
· Very small percentage (<5%) of low UPT UEs has loss for SBFD compared with baseline legacy TDD. 
· Similar reason as explained in dense urban macro layer observation. 
· In all loading scenarios, SBFD performs better than dynamic TDD, especially for high UPT UEs.
· For Dynamic TDD with small packet size,
· Gains could be seen in downlink perceived throughput with SBFD over baseline legacy TDD, for all loading levels. 

Observation 26: For InH (FR2-1) uplink median UE UPT performance with large packet size [DL 500kB, UL 125kB]:
Uplink:
· For SBFD with large packet size,
· The system serves throughput driven traffic; SBFD still achieve better uplink perceived throughput performance over legacy TDD for all loading levels.
· For dynamic TDD with large packet size, 
· The system serves throughput driven traffic; therefore, significant gains could be seen in uplink perceived throughput with dynamic TDD over legacy TDD.

Observation 27: For InH (FR2-1) downlink median UE UPT performance with large packet size [DL 500kB, UL 125kB]:
Downlink:
· For SBFD with large packet size,
· The system serves throughput driven traffic; SBFD achieves similar performance as legacy TDD.
· For Dynamic TDD with large packet size,
· Small gains could be seen in perceived throughput with dynamic TDD over legacy TDD, for low and medium loading levels. 
· In high load, dynamic TDD starts to degrade, and it shows loss compared with legacy TDD and also loss compared with SBFD at least for ~78% of the UEs.

Observation 28: Reducing the aggressor cell transmit power allows to boost dynamic TDD uplink mean UPT by 82% at high load. The downlink average UPT decreases by up to 20% when applying 10 dB back off. The reduction in DL performance is modest when 6 dB or 3dB power back off are adopted.  

Observation 29: Increasing UE transmit power improves UL performance of dynamic TDD. The drawback is the reduction of DL UPT especially at high load. 

Observation 30: Reducing UE transmit power to handle UE-UE CLI is not recommended as more than 92% UEs have zero UL median throughput at high and medium load. 

Observation 31: Transmission beam nulling allows to increase mean UL performance by up to 114%. It modestly affects downlink performance however as the aggressor gNB beamforming is designed not only to serve the DL users but also to suppress the interference to the victim gNBs.  

Observation 32: Frequency domain coordinated scheduling does not provide any gains in both UL and DL for large packet size as it underutilizes resources.

Observation 33: Power control-based solutions and transmission beam nulling look mitigate gNB-to-gNB CLI in the case of is however a large packet size. There is however trade-off between the gains in UL and the negative impact in the DL performance. 

Observation 34: The percentile of links affected by gNB-to-gNB CLI is very limited when the packet size is small. Reducing the aggressor gNB cell transmit power is mainly increasing the UL performance of the 5th percentile at high load with an insignificant negative affect of the DL results.

Observation 35: Adjusting the UE transmission power allows to increase 5th percentile of the average UL throughput by 70% at high load.

Observation 36: Beam nulling allows increases 5th percentile of the average UL throughput by 56% in high load scenario. There is practically no impact on DL throughput; the worst case is less than 1%.  

Observation 37: Frequency domain coordinated scheduling allows also to increase 5th percentile of the average UL throughput by 58%. The impact on DL performance is less than 1% in the worst case.

Observation 38: The impact of CLI on the UL performance is insignificant at low and medium load when the packet size is small. At high load, the impact is very limited on UL performance and all the four considered enhancement techniques provide large improvement without scarifying DL throughput.

Observation 39: Reducing the Macro-TRP downlink power reduces the impact of inter-gNB CLI and improves the UL UPT of Layer#2 TDD uplink mean UPT by 72% at high load and large packet. The DL UPT of Layer #2 is additionally improved as the impact legacy DL interference from Macro TRP is alleviated. In addition, no no negative impact on layer 1 downlink UPT is observed as all weakest UEs switch to layer 1 TRPs for downlink to indoor TRPs

Observation 40: Increasing the transmit power of Layer 2 UEs (e.g higher P0) reduces the impact of inter-gNB CLI (higher UL SINR) and improve the UL UPT of Layer2. The drawback is a slight reduction of DL UPT of both layer 1 and layer 2 especially at high load.

Observation 41: Reducing layer 1 gNB transmission power decreases inter-gNB CLI at layer 2 which increases its uplink UPT by 20% at high load when small packet size is considered.

Observation 42: Boosting uplink transmission power by increasing Po for UEs attached to layer 2 increases layer 2 UPT by up to 15% when the packet size is small. The impact on layer 1 downlink UPT is less than 5.4% at high load.

Observation 43: For UMa (FR1), the otential enhancement of Dynamic TDD based Freq. domain coordinating scheduling improves UL User Perceived Throughput by 48% as compared to semi-static static TDD.

Observation 44: For UL coverage based on LLS, it is observed that SBFD can improve PUSCH UL coverage by 5 dB using five repetitions across SBFD and non-SBFD slots (Alt 2 slot format) as compared to single PUSCH transmission in UL slot in semi-static TDD. 

Observation 45 The impact of the guardband between is evaluated using LLS to study the effect of inter-UE CLI on the UE DL reception. 
· When DL performance is impacted by the inter-SB CLI leakage to DL subband, it was observed that increasing the guardband between the scheduled DL and UL helps reducing the inter-UE CLI and recovering some TPUT loss. 
· When the intra-SB CLI is much large than DL signal, e.g. due to close UEs proximity, the UE receiver AGC will be biased the strong blocker which leads to loss of dynamic range of the DL signal due to quantization noise. In that case, increasing the guardband is not helpful.
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Appendix
SBFD System-level evaluation assumptions (FR1)
Table 7‑1: UMa SLS evaluation assumption for SBFD Case-1 (FR1)
	
	Parameter
	Description 

	Layout
	Macro Layer
	Option 1 (Baseline): Hexagonal grid with 7 macro sites and 3 sectors per site with wrap around

	UE distribution
	UE distribution
	Option 1 (Baseline): UE clustering distribution with M=20, X=2

	Interference modeling
	gNB self-interference
	Option 1(Baseline): Based on 1 dB UL desense 

	
	Co-site inter-sector gNB-gNB
co-channel inter-subband
CLI
	 = 142.4 dB [ 90 dB (spatial Isolation) + 10 dB (digital) + 42.4 (frequency isolation) ]

	
	gNB-gNB co-channel inter-subband CLI
	gNB ICS = 46

	
	gNB NF mode
	NF = 5 dB

	
	UE-UE co-channel
inter-subband CLI
	UE ICS = 33 dBc for FR1

	SBFD subband
and slot
configuration
	SBFD Slot configuration
	Alt 2: Legacy TDD: {DDDSU}; SBFD: {XXXXU}
Alt 4: Legacy TDD: {DDDSU}; SBFD: {XXXXX}

	
	SBFD subband configuration 
	Option 1 (Baseline): <ND,NU,NG> = <104,55,5>

	
	UL resource ratio per TDD period for legacy TDD
	18%

	
	DL resource ratio per TDD period for legacy TDD
	77%

	
	UL resource ratio per TDD period for SBFD
	Alt 2: 32%
Alt 4: 17%

	
	DL resource ratio per TDD period for SBFD
	Alt 2: 62 %
Alt 4: 76 %

	BS transmit power & antenna configuration
	BS transmit power for legacy TDD
	Option 2: 53 dBm for 100 MHz


	
	BS transmit power for SBFD
	Option-1 (Baseline): Power boosting is not assumed for SBFD symbols compared to DL-only symbols (as in legacy systems)
*48.03 dBm for SBFD (taking into account 80 MHz DL resources)

	
	BS Antenna configuration for legacy TDD
	Option 1:
(M,N,P,M_g,N_g;M_p,N_p) = (8,8,2,1,1;2,8) (dH,dV) = (0.5, 0.8)λ,  +45°/-45° polarization

	
	BS Antenna configuration for SBFD
	Option 2: Twice area & same TxRUs : SBFD antenna configuration 

	
	UE antenna configuration
	Option 1 (higher priority): 
2Tx: (M,N,P,Mg,Ng;Mp,Np) = (1,1,2,1,1;1,1), (dH,dV) = (N/A, N/A)λ, 0°,90° polarization;
4Rx: (M,N,P,Mg,Ng;Mp,Np) = (1,2,2,1,1;1,2), (dH,dV) = (0.5, N/A)λ, 0°,90° polarization

	Traffic Model
	DL/UL traffic assignment for the same UE
	Option 1 : Each UE is either assigned UL traffic or DL traffic

	
	DL/UL FTP packet size
	Option 1 (higher priority): 4KByte for DL and 1KByte for UL
Option 2 (higher priority): 0.5Mbyte for DL and 0.125 MB for UL

	
	DL/UL traffic load for 
legacy TDD
	Option 1: {DL:UL}={Low, Low}
Option 2: {DL:UL}={Medium, Medium}
Option 3: {DL:UL}={High, High}

	Channel Model
	gNB-gNB
	Option 1 (higher priority): Both Large scale fading and small scale fading

	
	UE-UE
	Option 2: Large scale fading only

	
	UE-UE details
	Option 2 (baseline): TR 38.901

	Others
	Open loop power control parameters
	P0 = -80 dBm, alpha = 0.8

	
	UE receiver
	Option 1 (Baseline): MMSE-IRC

	
	Channel estimation
	Option 2 : Realistic 

	
	Transmission scheme
	SU-MIMO




Table 7‑2: InH SLS evaluation assumption for SBFD Case-1 (FR1)
	
	Parameter
	Description 

	Layout
	Macro Layer
	Option 1 (Baseline): Hexagonal grid with 7 macro sites and 3 sectors per site with wrap around

	UE distribution
	UE distribution
	Option 1 (Baseline): UE clustering distribution with M=20, X=2

	Interference modeling
	gNB self-interference
	Option 1(Baseline): Based on 1 dB UL desense 

	
	Co-site inter-sector gNB-gNB
co-channel inter-subband
CLI
	 = 145.4 dB [ 93 dB (spatial Isolation) + 10 dB (digital) + 42.4 (frequency isolation) ]

	
	gNB-gNB co-channel inter-subband CLI
	gNB ICS = 46

	
	gNB NF mode
	NF = 5 dB

	
	UE-UE co-channel
inter-subband CLI
	UE ICS = 33 dBc for FR1

	SBFD subband
and slot
configuration
	SBFD Slot configuration
	Alt 2: Legacy TDD: {DDDSU}; SBFD: {XXXXU}
Alt 4: Legacy TDD: {DDDSU}; SBFD: {XXXXX}

	
	SBFD subband configuration 
	Option 1 (Baseline): <ND,NU,NG> = <104,55,5>

	
	UL resource ratio per TDD period for legacy TDD
	18%

	
	DL resource ratio per TDD period for legacy TDD
	77%

	
	UL resource ratio per TDD period for SBFD
	Alt 2: 32%
Alt 4: 17%

	
	DL resource ratio per TDD period for SBFD
	Alt 2: 62 %
Alt 4: 76 %

	BS transmit power & antenna configuration
	BS transmit power for legacy TDD
	Option 2: 53 dBm for 100 MHz


	
	BS transmit power for SBFD
	Option-1 (Baseline): Power boosting is not assumed for SBFD symbols compared to DL-only symbols (as in legacy systems)
*48.03 dBm for SBFD (taking into account 80 MHz DL resources)

	
	BS Antenna configuration for legacy TDD
	Option 1:
(M,N,P,M_g,N_g;M_p,N_p) = (8,8,2,1,1;2,8) (dH,dV) = (0.5, 0.8)λ,  +45°/-45° polarization

	
	BS Antenna configuration for SBFD
	Option 2: Twice area & same TxRUs : SBFD antenna configuration 

	
	UE antenna configuration
	Option 1 (higher priority): 
2Tx: (M,N,P,Mg,Ng;Mp,Np) = (1,1,2,1,1;1,1), (dH,dV) = (N/A, N/A)λ, 0°,90° polarization;
4Rx: (M,N,P,Mg,Ng;Mp,Np) = (1,2,2,1,1;1,2), (dH,dV) = (0.5, N/A)λ, 0°,90° polarization

	Traffic Model
	DL/UL traffic assignment for the same UE
	Option 1 : Each UE is either assigned UL traffic or DL traffic

	
	DL/UL FTP packet size
	Option 1 (higher priority): 4KByte for DL and 1KByte for UL
Option 2 (higher priority): 0.5Mbyte for DL and 0.125 MB for UL

	
	DL/UL traffic load for 
legacy TDD
	Option 1: {DL:UL}={Low, Low}
Option 2: {DL:UL}={Medium, Medium}
Option 3: {DL:UL}={High, High}

	Channel Model
	gNB-gNB
	Option 1 (higher priority): Both Large scale fading and small scale fading

	
	UE-UE
	Option 2: Large scale fading only

	
	UE-UE details
	Option 2 (baseline): TR 38.901

	Others
	Open loop power control parameters
	P0 = -80 dBm, alpha = 0.8

	
	UE receiver
	Option 1 (Baseline): MMSE-IRC

	
	Channel estimation
	Option 2  Realistic 

	
	Transmission scheme
	SU-MIMO




Table 7‑3 UMa SLS evaluation assumption for SBFD Case-4 (FR1)
	
	Parameter
	Description 

	Layout
	Macro Layer
	Option 1 (Baseline): Hexagonal grid with 7 macro sites and 3 sectors per site with wrap around

	
	Grid Shift
	Option 1: 0% grid shift
Option 2: 100% grid shift

	UE distribution
	UE distribution
	Option 1 (Baseline): UE clustering distribution with M=20, X=2

	Interference modeling
	gNB self-interference
	Option 1(Baseline): Based on 1 dB UL desense 

	
	Co-site inter-sector gNB-gNB
adjacent-channel CLI
	Alpha = 93 + X, X = 25

	
	gNB NF mode
	NF = 5 dB

	
	gNB-gNB adjacent inter-subband CLI
	gNB ACS = 46

	
	UE-UE adjacent-channel
inter-subband CLI
	UE ACLR = 30 dBc for FR1

	SBFD subband
and slot
configuration
	SBFD Slot configuration
	Alt 4: Legacy TDD: {DDDSU}; SBFD: {XXXXX}


	
	SBFD subband configuration
	Option 1 (Baseline): <ND,NU,NG> = <104,55,5>

	
	UL resource percentage per
TDD period
	17%

	
	DL resource percentage per
TDD period
	77%

	
	UL resource ratio per TDD period for SBFD
	15.8%

	
	DL resource ratio per TDD period for SBFD
	68%

	BS transmit power & antenna configuration
	BS transmit power for Operator #1 and #2
	Option 2: 53 dBm for 100 MHz


	
	BS transmit power for SBFD
	Option-1 (Baseline) : Power boosting is not assumed for SBFD symbols compared to DL-only symbols (as in legacy systems)
*48.03 dBm for SBFD (taking into account 80 MHz DL resources)

	
	BS Antenna configuration for legacy TDD
	Option 1: (M,N,P,M_g,N_g;M_p,N_p) = (8,8,2,1,1;2,8)
(dH,dV) = (0.5, 0.8)λ,  +45°/-45° polarization

	
	BS Antenna configuration for SBFD
	Twice area & same TxRUs : SBFD antenna configuration Option 2

	
	BS antenna radiation pattern
	Option 1 (Baseline): Table 9 in Report ITU-R M.2412

	
	BS Antenna mechanical tilt
	90 degree in GCS (pointing to horizontal direction)

	
	BS Antenna electronic tilt
	Azimuth angle = 0 degree, Zenith angle = 102 degree (in LCS)

	
	UE antenna configuration
	Option 1 (higher priority): 2Tx: (M,N,P,Mg,Ng;Mp,Np) = (1,1,2,1,1;1,1), (dH,dV) = (N/A, N/A)λ, 0°,90° polarization;
4Rx: (M,N,P,Mg,Ng;Mp,Np) = (1,2,2,1,1;1,2), (dH,dV) = (0.5, N/A)λ, 0°,90° polarization

	Traffic Model
	DL/UL traffic assignment for the same UE
	Option 1 : Each UE is either assigned UL traffic or DL traffic

	
	DL/UL FTP packet size
	Option 1 (higher priority): 4K for DL and 1K Mbytes for UL

	
	DL/UL traffic load for 
legacy TDD
	Option 1: {DL:UL}={Low, Low}
Option 2: {DL:UL}={Medium, Medium}
Option 3: {DL:UL}={High, High}

	Channel Model
	gNB-gNB
	Option 1 (higher priority): Both Large scale fading and small scale fading

	
	UE-UE
	Option 2: Large scale fading

	
	UE-UE details
	Option 2 (baseline): TR 38.901

	Others
	Open loop power control parameters
	P0 = -80 dBm, alpha = 0.8

	
	UE receiver
	Option 1 (Baseline): MMSE-IRC

	
	Channel estimation
	Option 2 : Realistic

	
	Transmission scheme
	MU-MIMO



Dynamic TDD System level evaluation assumptions
Table 7‑4 InH Evaluation assumption for dynamic TDD (FR1)
	
	Parameter
	Description 

	Enhanced CLI handling schemes for Evaluation 

	gNB-gNB
	· Scheme 1: gNB-to-gNB CLI/channel measurement + Scheme 3: Spatial domain enhancements
· Scheme 2: Coordinated scheduling (freq. domain)
· Scheme 5: Enhance power control mechanism (DL power back-off and UL-PC)

	BS transmit power & antenna configuration
	BS Antenna configuration 
	Option 1: (M,N,P,Mg,Ng;Mp,Np)  = (4,4,2,1,1; 4,4) , (dH,dV) = (0.5, 0.5)λ,  +45°/-45° polarization

	
	UE antenna configuration
	Option 1 (higher priority): 
4Rx: (M,N,P,Mg,Ng;Mp,Np) = (1,2,2,1,1;1,2), (dH,dV) = (0.5, N/A)λ, 0°,90° polarization

	Traffic Model
	DL/UL traffic assignment for the same UE
	Option 1: Each UE is either assigned UL traffic or DL traffic

	
	DL/UL FTP packet size
	Option 1 (higher priority): 4KByte for DL and 1KBbye for UL
Option 2 (higher priority): 0.5Mbyte for DL and 0.125 Mbytes for UL

	
	DL/UL traffic load for 
legacy TDD
	Option 1: {DL:UL}={Low, Low}
Option 2: {DL:UL}={Medium, Medium}
Option 3: {DL:UL}={High, High}

	Channel Model
	gNB-gNB
	Option 1 (higher priority): Both Large scale fading and small scale fading

	
	UE-UE
	Option 2: Large scale fading only

	
	UE-UE details
	Option 2 (baseline): TR 38.901

	Others
	Open loop power control parameters
	P0 = -60 dBm, alpha = 0.6

	
	UE receiver
	Option 1 (Baseline): MMSE-IRC

	
	Channel estimation
	Option 2 : Realistic 

	
	Transmission scheme
	MU-MIMO





[bookmark: _Ref134811250]Table 7‑5 HetNet Evaluation assumption for dynamic TDD (Case 3-2)
	
	Parameters
	configurations

	Enhanced CLI handling scheme for evaluation
	baseline and target flexible TDD operation for comparison
	Layer 1: Urban Macro
- legacy static TDD {DDDSU} for both target and baseline operation
- Layer 2: Indoor office
Baseline operation for comparison: legacy static TDD {DSUUU} based on Rel-17 specifications
Target flexible TDD operation: legacy static TDD {DSUUU} based on potential enhancements

	
	gNB-gNB
	Scheme 5: Enhance power control mechanism (DL power back-off and UL-PC)


	Layout
	Layer-2
	Option 1 (Baseline): Indoor office

	
	TRP# per building for InH
	Option 1 (Baseline): 12


	Transmit power & antenna configuration
	BS transmit power for Layer-1 
	Option 1: 53 dBm


	
	BS antenna configuration for Layer-1 
	Option 1: (M,N,P,Mg,Ng;Mp,Np)  = (8,8,2,1,1;2,8) , 
(dH,dV) = (0.5, 0.8)λ,  +45°/-45° polarization

	
	BS antenna configuration for Layer-2
	Option 1: (M,N,P,Mg,Ng;Mp,Np)  = (4,4,2,1,1; 4,4) , 
(dH,dV) = (0.5, 0.5)λ,  +45°/-45° polarization

	
	BS antenna radiation pattern for Layer-1 
	Option 1 (Baseline): Table 9 in Report ITU-R M.2412 


	
	BS antenna radiation pattern for Layer-2
	Option 1 (Baseline): the ceiling-mount antenna pattern in Table 10 in Report ITU-R M.2412 


	
	UE antenna configuration
	Option 1 (higher priority): 
4Rx: (M,N,P,Mg,Ng;Mp,Np) = (1,2,2,1,1;1,2), (dH,dV) = (0.5, N/A)λ, 0°,90° polarization

	Traffic Model
	DL/UL traffic assignment for the same UE
	Option 1: Each UE is either assigned UL traffic or DL traffic.


	
	DL/UL FTP packet size
	Option 1 (higher priority): 4KB for DL and 1KB for UL
Option 2 (higher priority): 0.5Mbyte for DL and 0.125 Mbytes for UL

	
	DL/UL traffic load (assuming each layer using legacy static TDD {DDDSU} achieves a certain level of Type-2 RU)
	Option 1: Layer 1 {DL: UL}={Low, Low}, Layer 2 {DL:UL}={Low, Low}
Option 2: Layer 1 {DL:UL}={Medium, Medium}, Layer 2 {DL:UL}={Low, Medium }
Option 3: Layer 1 {DL: UL}={High, High}, Layer 2 {DL:UL}={Low, High }

	Channel model
	gNB-gNB
	Option 1: Both Large scale fading and small-scale fading

	
	UE-UE
	Option 2: Large scale fading only

	
	UE-UE details
	Option 2 (baseline): TR 38.901

	Others
	BS noise figure for Layer-1
	Option 3: 5dB

	
	BS noise figure for Layer-2
	Option 2: 5dB

	
	Open loop power control parameters
	P0= -80 dBm, alpha = 0.8 for layer 1 
P0= -60 dBm, alpha = 0.6 for layer 2


	
	UE receiver
	Option 1 (Baseline): MMSE-IRC


	
	Channel estimation
	Option 2: Realistic 

	
	Transmission scheme
	MU-MIMO


 

[bookmark: _Ref101943951]Table 7‑6. SLS for FR1 Dynamic TDD in UMa study
	
	Dynamic TDD
	Static TDD

	Scenario
	UMa :  7 sites, 3 sectors/site. 10 UEs/sector

	Carrier frequency
	3.5GHz

	System bandwidth, SCS
	100MHz TDD, 30KHz

	BS/UE TX power
	BS: 45dBm, UE: 23 dBm, BS NF: 5 dB, UE NF: 9 dB
Same DL PSD per RB (SBHD does not boost power by allocating 45dBm over DL subband)

	BS antenna configuration
	(M,N,P,Mg,Ng,Mp,Np,dV,dH)=(8,16, 2, 1, 1, 2,16, 0.8, 0.5). 64 ports

	UE antenna configuration
	(M,N,P,Mg,Ng,Mp,Np,dV,dH) = (1, 2, 2, 1, 1, 1, 2, 0.5, 0.5). 4 ports

	UE location/mobility
	20% outdoor, 80% indoor, 3 km/hr

	Frame format
	Subband Half Duplex in all slots
	SSSU

	Resource blocks
	272RBs - DL: 204RBs, UL: 56RBs, GB:12RBs
	272RBs

	Open-loop power control
	Default: p0=18dB, alpha=0.8

	Processing Delays
	K0 = 0, K1 = 1, K2 = 0 (K2=0 synchronizes DL/UL scheduling for simplification)

	Cross-link interference
	gNB-gNB is modeled
	N/A

	ACLR
	Flat: 45 dBc/20 MHz 
	N/A

	Traffic pattern
	Bidirectional Poisson. DL: 20KB/file, 100 files/s/UE. UL: 1KB/file, 150 files/s/UE











Link-level evaluation assumptions 

[bookmark: _Ref131612633][bookmark: _Ref134777793][bookmark: _Ref131753953]Table 7‑7: Simulation assumption for LLS of SBFD PUSCH coverage

	Parameter
	Value

	Scenario and frequency
	Urban Macro: 4GHz (TDD), 30KHz 


	Frame structure for TDD
	Baseline static TDD: DDDSU (S: 10D:2G:2U) only for 4GHz
SBFD: Alt 2 (XXXXU)

	Target data rates for eMBB
	UL 1Mbps

	Packet size
	TB size of 2500 bits

	PUSCH scheme
	Case 2 SBFD with PUSCH repetition type A

	Number of PUSCH repetition
	N = 5 with RV sequence 0.2.3.1.0

	MCS and number of RBs
	MCS 4 (256-QAM table), 30 RBs

	Channel model
	CDL-C 300ns

	UE velocity
	3km/h

	Number of antenna elements for BS
	192 antenna elements mapped to 64Tx RU
· (M,N,P,Mg,Ng) = (12,8,2,1,1)
· Same for SBFD and TDD (Option-2)


	Interference modelling for SBFD symbols and TDD symbols
	Following Example (3) in RAN1 agreement: based on SLS CDF plots of total I/N as shown in Figure 4‑1
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