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[bookmark: _Ref5850594]Introduction
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1] with the following goals briefly summarized as below. 
 
Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact. 
Use cases to focus on:  
· Initial set of use cases includes:  
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1] 
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1] 
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1]  
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98 
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels 
Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework: 
· PHY layer aspects, e.g., (RAN1) 
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases 
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback

Some progress has been made in RAN1 meetings so far, towards achieving the SI objectives. In this contribution, we discuss various aspects of the above-mentioned goals for the beam management use case. 

Common aspects related to spatial and temporal beam prediction
Because some of the specification aspects related to the two agreed use case cases (BM-Case1 and BM-Case2) are identical, we first consider the spec impacts that are common to both use cases in this section, and then consider aspects specific to each use case in later sections. We consider different phases of ML workflow in the following sections and discuss the corresponding specification impact related to each phase.

Spec impact for model development and data collection
[bookmark: _Hlk100867512]Model development and training strategies is a multi-faceted problem that require extensive testing and tuning. As elaborated in [2], on-device models today and in the near future need offline engineering for model development. This includes model development, training, quantization, compiling the model to hardware primitives with power, area, and latency consideration, target-chip-specific run-time binary image generation, and going through full UE testing. This is like today’s non-ML implementations that go through similar offline development and extensive UE testing, and ML algorithms will not be exceptions. Various options can be discussed in RAN1 in terms of different levels of network control, but offline development and training should be the focus to guarantee a concrete outcome that can lead to specification work in the potential Rel-19 WI. In RAN1 #110 meeting, it is agreed that both alternatives of AI/ML model training at NW side and AI/ML model training at UE side should be supported, but the issue of online versus offline training is considered as a separate discussion. The following proposal addresses the training procedure for beam prediction (one-sided AI/ML) use cases.

In RAN1 #110b-e an FL proposal was discussed in which it was proposed to start with the assumption of offline training for the agenda item 9.2.3.2 and defer discussions of online training to wait for the conclusion/agreement of Agenda item 9.2.1 whether online training is supported or not, but eventually there was no consensus. Our view is that we can separate the discussion to UE-side and NW-side AI/ML models. At least for UE-side AI/ML models, we can focus and agree on offline training scenario, and the discussion on NW-side AI/ML models can wait for the conclusion/agreement of agenda item 9.2.1. There was a similar separation already in RAN1 #110b-e for data collection, model monitoring, etc., and we believe a similar separation here would facilitate the progress of this aspect. With this being said, we have the following proposal:

Proposal 1 
[bookmark: _Hlk131693068]For the sub use case BM-Case1 and BM-Case2 and for UE-side AI/ML models, Agenda item 9.2.3.2 should focus on offline training scenario, in which the development and training of the AI/ML model happens offline without the need to involve 3gpp signaling
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Prospect of Assistance Information

Considering data collection at UE side for UE-side AI/ML models, let us consider the following agreement:

	Agreement (RAN1 #111)
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded



As we see in the third bullet, assistance information from NW to UE was agreed to be studied for BM use case. Also, for reference, let us consider the following agreement from 9.2.2.2:

	Agreement (from 9.2.2.2 RAN1 #112)
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
Signaling for triggering the data collection




For beam prediction use cases, indication of some assistance information from NW to UE can be beneficial in helping UE collect data by properly associating and logging the data to the corresponding scenario/configuration and identifying applicability of trained AI/ML model(s) to the deployed scenario/configuration during inference. To illustrate the usefulness of such assistance information, let us consider an example for which multiple companies have observations based on evaluation results. Considering UE-side AI/ML models, it has been shown in 9.2.3.1 that AI/ML models trained for a first gNB codebook may not generalize well when deployed using a second gNB codebook during inference. Signalling of assistance information from gNB to UE for data collection can be beneficial in helping UE log the collected data for the corresponding scenario/configuration, and tag and aggregate the collected data accordingly. Such assistance information would help UE in “scenario discovery” during inference and this can be beneficial at the UE side at least in two ways: 

First, the assistance information or a function of assistance information can be utilized at UE side as auxiliary inputs to the AI/ML models. An example for this could be that UE can have a single AI/ML model that can be utilized for at least two scenarios/configurations, and UE can be made aware of the corresponding scenario/configuration through assistance information, which could be input to the AI/ML model. Second, if the UE is aware of the differentiation of scenario/configuration during the data collection phase and can aggregate the collected data given this knowledge, two different AI/ML models may be developed for two different scenarios/configurations. With this being said, during inference, if the scenario/configuration changes from first to a second one, UE can switch to the corresponding AI/ML model that had already been trained for the second scenario/configuration, and we can avoid the resulting performance degradation that would have been caused if UE continued to use the first AI/ML model. The benefit of such assistance information has already been identified in 9.2.3.1. The decision between the two approaches mentioned above could depend on how similar/different the distribution of AI/ML model input/output is across different scenarios/configurations.

To further illustrate the benefits of assistance information regarding gNB codebook, let us consider BM-Case1 and the sub use case in which Set B is not a subset of Set A (Set B is composed of wide beams and Set A is composed of narrow beams). We depict two cases in Figure 1, namely Case 1 and Case 2. 

[bookmark: _Hlk134741747]As we see in Figure 1, even though the number of beams for Set A and Set B are the same in Case 1 and Case 2 (hence relying on beam IDs is not enough), the learned mapping from Set B to Set A may be quite different due to different codebooks (and different resulting mapping/association/relation) for Set A and Set B in Case 1 and Case 2. For this illustrative example, both the beam boresight directions as well as 3dB beamwidth of the beams in Set A (Case 2) are different compared to beams in Set A’ (Case 1). The same statement holds true for beams in Set B (Case 2) compared to beams in Set B’.
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[bookmark: _Ref134630154]Figure 1 Illustration of two cases for Set A and Set B beams based on different possible gNB codebooks (Set B is not a subset of Set A)

Now, let us consider another sub-use case in which Set B is a subset of Set A. This scenario is depicted in Figure 2, in which two different cases represent two different codebook designs. As we see in Figure 2, number of beams and relative indexing of Set B beams is the same for Case 1 and Case 2, but due to different codebook structures the learned mapping from Set B to Set A may be quite different for Case 1, compared to Case 2. This is not just an intuitive assertion, and this fact has been observed by quite a few companies through evaluations in 9.2.3.1. For the example cases in Figure 2, both the beam boresight directions as well as 3dB beamwidth of the beams in Set A (Case 2) are different compared to beams in Set A’ (Case 1).

If UE has assistance information from NW regarding some information about the codebook that the collected data corresponds to, UE can incorporate this information while collecting data and can tag the collected data accordingly. Otherwise, as we have seen in 9.2.3.1, we cannot anticipate an NN model that has been trained for Case 1 in Figure 1 to generalize well to Case 2. In absence of such assistance information during data collection, the applicability of trained AI/ML models would be limited, as we cannot simply anticipate the AI/ML model to perform well during inference without knowing about its applicability in the deployed scenario/configuration.

The most abstract information that could be provided from NW to UE is at least the codebook IDs for Set B and Set A beams. Without such assistance information, UE may not be able to attribute the collected data to any of the cases, and the performance of such trained model may be inferior (as illustrated in 9.2.3.1), compared to the case in which UE has such information available and aggregates the collected data accordingly. Codebook ID is an example of what could be generally categorized as “information about gNB physical properties”. Another abstraction could be gNB antenna configuration ID in which the properties of gNB panel (e.g., physical structure, downtilt angle, etc.) can be abstracted as some form of ID. This ID can be vendor-specific, and this would address the concerns regarding disclosure of proprietary information.

Based on the discussion above, we have the following proposal:

Proposal 2 
[bookmark: _Hlk134805221]Regarding data collection for BM-Case1 and BM-Case2 for UE-side model trained at UE side, study the specification impact related to gNB signalling of assistance information to help UE in identifying scenarios/configurations, including any combination of the following:
· Information about gNB physical properties, e.g., gNB beam codebook ID, gNB antenna configuration ID
· FFS: other aspects, e.g., some information about environment category
· Note: Assistance information can be in the form of vendor-specific ID (e.g., gNB beam codebook ID) without providing proprietary information.
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[bookmark: _Ref134705573]Figure 2 Illustration of two cases for Set A and Set B beams based on different possible gNB codebooks (Set B subset of Set A)

As mentioned above, the most abstract information that can be signalled from NW to UE is some kind of ID identifying the codebook for Set A and/or Set B. Looking back at Figure 1 and Figure 2, indicating more information about the association/mapping/relation of beams within Set A and beams within Set B (which was agreed to be studied, cited below) would provide UE with more information about the relationship between beams within Set A and beams within Set B, and its importance is highlighted below.

	[bookmark: _Hlk129902647]Agreement (RAN1 #112)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· [bookmark: _Hlk131541627]Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).



For instance, consider spatial domain beam prediction and particularly consider the case in which Set B is composed of wide beams and Set A is composed of narrow beams. For the input of UE-side AI/ML models, we can have the following options:

· L1-RSRP measurements corresponding to Set B
· [bookmark: _Hlk131599167]L1-RSRP measurements corresponding to Set B and association/mapping of beams within Set A and beams within Set B

If the UE has this extra information of the association/mapping of beams within Set A and beams within Set B, this assistance information can be leveraged for the purpose of logging the collected data during data collection and enhancing the beam prediction performance. 

Additionally, in light of the following conclusion, indication of information about association/mapping of beams within Set A and beams within Set B partly curbs the necessity of sending explicit beam shape information for beams within Set A and beams within Set B and is in line with the spirit of the following conclusion which encompasses the indication of relative beam shape-related information.

	Conclusion (RAN1 #112)
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement



Furthermore, let us consider BM-Case1 for UE-side AI/ML models. During the inference phase, UE measures Set B beams and uses these measurements as inputs to AI/ML models to predict best beam IDs (along with their corresponding predicted L1-RSRPs) from Set A, that are not actually transmitted. We have the following related agreements:

	Agreement (RAN1 #110-bis-e)
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information



	Agreement (RAN1 #112)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered



Now, reporting of L1-RSRPs in Rel-17 is always associated with SSB/CSI-RS resources that have actually been transmitted. In order for the UE to report predicted best beam IDs (along with their corresponding predicted L1-RSRPs) from Set A, since beams in Set A are not actually transmitted during inference, spec change may be needed by associating reported predicted L1-RSRPs, with some virtual beam prediction identifiers, instead of conventional DL-RSs. One possibility is to extend the existing QCL framework. For instance, as Set A beams are not transmitted during inference, we can define a “virtual QCL source resource” as a beam within Set A beams, which is defined with respect to a mother DL-RS (i.e., a beam within Set B beams). Indication of TCI-states and/or reporting of predicted L1-RSRPs from Set A, can be associated with such virtual QCL source Resource.

Based on the discussion above, the following proposal states some examples we can have for association/mapping of beams in Set A and beams in Set B:

[bookmark: _Hlk131586559]Proposal 3 
[bookmark: _Hlk131693101][bookmark: _Hlk131700128][bookmark: _Hlk134888078]For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following aspects related to association/mapping of beams within Set A and beams within Set B which is indicated from NW to UE:
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· [bookmark: _Hlk134743869]Relative beam pointing angles of beams within Set A and beams within Set B, relative beam pointing angles of beams across Set A and Set B
· Extensions of QCL relationship between beams within Set A and beams within Set B for mapping of beams within Set A and beams within Set B.


Type of Beam Prediction 

Let us consider the agreements related to types of beam prediction so far:

	[bookmark: _Hlk131603600]Agreement (RAN1 #110) 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact



	Conclusion (RAN1 #112)
For the sub use case BM-Case1 and BM-Case2, “Alt.2: DL Rx beam prediction” is deprioritized.



Beam pair prediction comes with numerous practical challenges, some of them stemming from the fact that DL Rx beam changes at a much faster pace compared to DL Tx beam and this makes the prediction task much more challenging. Let us consider UE-side and NW-side beam pair prediction. For UE-side beam pair prediction, the most relevant part in terms of specification impact is the predicted DL TX beam and the distinction in terms of specification impact with DL Tx beam prediction is minimal, if any. On the other hand, NW-side beam pair prediction has been discussed in the past few meetings, but there have been serious feasibility concerns that have not been addressed, even at a conceptual level.

In the evaluations across companies, many of these practical challenges are not modelled, and even so, the performance of beam pair prediction (e.g., in terms of agreed KPIs including top-K beam prediction accuracy) is generally worse (in some cases much worse) than DL Tx beam prediction. With this being said, based on all the observations we have had for the evaluations related to beam pair prediction [3], we believe DL Tx beam prediction should be prioritized in the context of Rel-18 SI.


Proposal 4 
[bookmark: _Hlk131700603]For BM-Case1 and BM-Case2 prioritize the study of DL Tx beam prediction.


Spec impact for inference phase
Prediction of information about beams in temporal and spatial domains may lead to different signalling implications based on the node in which the prediction task is carried out. In the following, the signalling aspects related to gNB-side beam prediction is discussed. 
  

NW-side beam prediction

The following WA was made in RAN1 110b-e which is about the signalling aspects related to NW-side AI/ML models: Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered


Other than UE reporting a greater number of beams, reporting other types of information from UE to NW may help with the prediction performance of NW-side AI/ML models. For example, spatial variation of RSRPs (i.e., concentration or lack of concentration of RSRP among a few beams) can trigger NW to ask for L1-report of larger number of beams or be content with more compact L1-report (with smaller number of reported beams). Another example is that reporting temporal variation of beams can inform NW to better optimize the parameters of its temporal beam prediction model. The following proposal discusses a few options for such UE report.

Proposal 5
[bookmark: _Hlk127487719][bookmark: _Hlk131700624]For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· Report of temporal and/or spatial variance/variations of L1-RSRP/L1-SINR measurements for beams

At least for BM-Case2, the report of temporal variance of L1-RSRP/L1-SINR measurements can be utilized at the input of NW-side AI/ML model. Let us consider a given gNB beam, e.g., beam ID 1. As the beam measurement and reporting periodicity may be different, report of temporal variation of L1-RSRP measurements gives gNB more granular information about the temporal variance of L1-RSRP measurements in between reporting instances. Additionally, the measurements related to beam ID 1 may not be reported in some of the previous reporting instances. This is more of an assistance information from UE to help NW with AI/ML inference. NW may be able to make more informed predictions based on whether the measurements for a given beam have been more or less static in the past measurement instances. 

Additionally, report of spatial variance across beams per beam management instance could also provide useful information at the NW side as only a subset of beam measurements is reported to NW and this can be considered as some kind of assistance information, i.e., variance of L1-RSRP measurements for beams from Set B.

In the following two sections we discussed the signaling aspects specific to BM-Case1 and BM-Case2, respectively.

Specific aspects related to temporal prediction

[bookmark: _Hlk115363239]We consider BM-Case2 with a UE-side AI/ML model. A sub use case of temporal beam prediction is beam blockage prediction. Let us assume that a UE can predict blockage based on the history of beam measurements (potentially along with other auxiliary inputs to the AI/ML model such as position information, information from sensors, e.g., camera, etc.). One of the ways that this UE capability could be useful is that UE can proactively indicate to gNB that a blockage is imminent, and the gNB can take this information into account and proactively switch the downlink beam to a secondary beam. The existing methods for beam failure detection and recovery are reactive in nature, in which the blockage event is detected first, and then the beam failure recovery procedure is initiated.
[bookmark: _Hlk118315800]Proposal 6 
[bookmark: _Hlk127487804]For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signalling to report the following information of AI/ML model inference to NW:
Predicted beam blockage/failure


Discussion on UE features and functionality prospects for BM use case

Following along the discussion in [2] regarding “overall framework of features, functionalities and models”, we discuss some of the aspects specific to the beam management use case in this section. As compared to the legacy features, one fundamental distinction of AI-ML-enabled features is the need to support dynamic capabilities in addition to static capabilities. This occurs mainly because there may be supported functionalities and/or trained models for some cells, scenarios, configurations but not for others. The purpose of this section is to discuss some prospects related to these aspects for the beam management use case. 

A given feature (or a configuration of a feature or a functionality) can be supported by a given UE for a specific cell, e.g., cell-A. On the other hand, the same feature (or a configuration of a feature or a functionality) for the same UE may not be supported for cell-B. That’s why, UE needs to dynamically indicate the supported feature in the case of handover when UE moves to cell-B. An example for “a configuration” could be Set A/Set B configurations for beam prediction.

Suppose that three Features (or Feature Groups), denoted as F1, F2, and F3, have been defined for the AI/ML beam management sub-use-case. A UE may support multiple features/functionalities of this beam management use case denoted by F1, F2, F3 in a cell-specific manner.  For example, suppose that the UE supports F1 and F2 for cell-A, F3 for cell-B, and does not support AI/ML-based beam prediction for cell-C. This implies that in the case of handover from cell A to cell B, the UE needs to communicate the supported features/functionalities with NW dynamically to indicate that F1 and F2 are no more supported, whereas F3 is. Likewise, each time the UE enters cell-C it should notify NW that there is no support for F1 and F2 so that NW may deactivate this feature/functionality.

Another aspect related to the beam management use case is the prospect of assistance information. For instance, let us consider the following agreement:


	Agreement (RAN1 #112)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).



The “association/mapping of beams within Set A and beams within Set B” can be considers as an example of assistance information from NW to UE to help UE improve prediction accuracy. 

As another example, suppose that there is one Feature, denoted as F1, that has been defined for the sub-use-case. Suppose that cell-A uses a certain beam codebook that is provided as an assistance information (e.g., as a component of the Feature F1) in the form of Set A and Set B relationship. Suppose that cell-B uses a different beam codebook that results in a different relationship between Set A and Set B. Cell-B also provides it via an assistance information (e.g., as a component of the Feature F1). Suppose that UE supports the Set A/B relationship of cell-A but not of cell-B. This implies that in the case of handover from cell A to cell B, the UE needs to communicate that UE no longer supports the Feature F1 so that NW may deactivate F1. Likewise, in case of handover from cell B to cell A, the UE needs to communicate that UE now supports the Feature F1 so that NW may activate F1.

To summarize, AI/ML enabled features can be reported by both static and dynamic UE capabilities. Although it is clear from legacy framework that UEs report the supported features with UE capability reporting for static capabilities, it should be studied how to handle dynamic capability of AI/ML enabled features. To this aim, the key consideration is that NW and UE should be on the same page regarding whether a given AI/ML-enabled Feature is supported on the given cell/configuration/scenario.



Model performance monitoring
We consider UE-side AI/ML models and discuss the corresponding signalling aspects.

UE-side AI/ML Models
The on-device models trained for the purpose of spatial and temporal beam prediction may be subject to performance degradation in certain scenarios, deployments, or use cases, when they get deployed in the field. One main reason for performance degradation could be the fact that UE-side AI/ML models get deployed in an environment that they had not encountered during training. There needs to be a mechanism defined in Spec through which the performance of on-device AI/ML models for beam prediction can be monitored. Along these lines, the following agreement was made in RAN1 110b-e which includes different variations of UE-side model monitoring:
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/deactivation/switching/fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/deactivation/switching/fallback operation


In light of the following agreement:

	Agreement (RAN1 #112)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indication/request/report may be not needed in some case(s)
· [bookmark: _Hlk131670742]Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded



As an example of “configuration/signalling from gNB to UE for performance monitoring”, we consider dedicated reference signals from gNB to UE to help UE in comparing predicted elements from Set A with actual measurements from Set A. The predicted elements could refer to predicted top-K beams from Set A and/or predicted L1-RSRP of the top-K beams from Set A.

Proposal 7
[bookmark: _Hlk131700755]For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following signalling aspects related to configuration/signalling from gNB to UE for performance monitoring:
Dedicated RS from gNB to UE for performance monitoring

Conclusions
In this paper, we discussed signalling aspects related to beam prediction use case and made the following proposals:

Proposal 1: For the sub use case BM-Case1 and BM-Case2 and for UE-side AI/ML models, Agenda item 9.2.3.2 should focus on offline training scenario, in which the development and training of the AI/ML model happens offline without the need to involve 3gpp signaling.
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Proposal 2: Regarding data collection for BM-Case1 and BM-Case2 for UE-side model trained at UE side, study the specification impact related to gNB signalling of assistance information to help UE in identifying scenarios/configurations, including any combination of the following:
· Information about gNB physical properties, e.g., gNB beam codebook ID, gNB antenna configuration ID
· FFS: other aspects, e.g., some information about environment category
· Note: Assistance information can be in the form of vendor-specific ID (e.g., gNB beam codebook ID) without providing proprietary information.
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Proposal 3: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following aspects related to association/mapping of beams within Set A and beams within Set B which is indicated from NW to UE:
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· Relative beam pointing angles of beams within Set A and beams within Set B, relative beam pointing angles of beams across Set A and Set B
· Extensions of QCL relationship between beams within Set A and beams within Set B for mapping of beams within Set A and beams within Set B.

Proposal 4: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
For BM-Case1 and BM-Case2 prioritize the study of DL Tx beam prediction.

Proposal 5: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
Report of temporal and/or spatial variance/variations of L1-RSRP/L1-SINR measurements for beams
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Proposal 6: For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signalling to report the following information of AI/ML model inference to NW:
Predicted beam blockage/failure

Proposal 7: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following signalling aspects related to configuration/signalling from gNB to UE for performance monitoring:
· Dedicated RS from gNB to UE for performance monitoring
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