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1. Introduction
New SI on artificial intelligence (AI)/machine learning (ML) for NR air interface was approved and three use cases were captured in the SID as follows [1].Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
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In this contribution, we discuss and provide our views on evaluation methodology and metrics for AI/ML positioning accuracy enhancement.

2. Discussions on evaluation methodology and metrics
In RAN1#112bis-e meeting, the agreements were made as follows for studying the impact of AI/ML model performance considering ground truth labelling error and for evaluating the accuracy performance on MTRP construction depending on the subset of model input for N TRPs. In the following subsections, we discuss the impact of the subset of model inputs on AI/ML model on MTRP construction and the related AI/ML model monitoring metric not only considering the intermediate performance metric on AI/ML assisted positioning but also depending on the availability of ground truth label with labelling error. 
	Agreement
[bookmark: _Hlk132894047]For AI/ML assisted positioning with LOS/NLOS indicator as model output, study the impact of labelling error to LOS/NLOS indicator accuracy and/or positioning accuracy.
· The ground truth label error of LOS/NLOS indicator can be modelled as m% LOS label error and n% NLOS label error.
· Value m and n are up to sources.
· Companies consider at least hard-value LOS/NLOS indicator as model output.

Agreement
For AI/ML assisted positioning with TOA as model output, study the impact of labelling error to TOA accuracy and/or positioning accuracy.
· The ground truth label error of TOA is calculated based on location error. The location error in each dimension of x-axis and y-axis can be modelled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range. 
· Value L is up to sources.
· Other models of labelling error are not precluded
· Other timing information, e.g., RSTD, as model output is not precluded.

Agreement
For evaluation of both the direct AI/ML positioning and AI/ML assisted positioning, company optionally adopt delay profile (DP) as a type of information for model input.
· DP is a degenerated version of PDP, where the path power is not provided.

Agreement
For the evaluation of AI/ML based positioning method, the measurement size and signalling overhead for the model input is reported.

Agreement
For the evaluation of AI/ML based positioning, the study of model input due to different number of TRPs include the following approaches. Proponent of each approach provide analysis for model performance, signaling overhead (including training data collection and model inference), model complexity and computational complexity.
· Approach 1: Model input size stays constant as NTRP=18. The number of TRPs (N’TRP) that provide measurements to model input varies. When N’TRP < NTRP, the remaining (NTRP  N’TRP) TRPs do not provide measurements to model input, i.e., measurement value is set to 0.
· Approach 1-A. The set of TRPs (N’TRP) that provide measurements is fixed.
· Approach 1-B. The set of TRPs (N’TRP) that provide measurements can change dynamically.
· Note: for Approach 1, one model is provided to cover the entire evaluation area.
· Approach 2: The TRP dimension of model input is equal to the number of TRPs (N’TRP) that provide measurements as model input. When N’TRP < NTRP, the remaining (NTRP  N’TRP) TRPs are ignored by the given model. For a given AI/ML model, the set of TRPs (N’TRP) that provide measurements is fixed. 
· For Approach 2: one model can be provided to cover the entire evaluation area, which is equivalent to deploying N’TRP TRPs in the evaluation area for positioning if ignoring the potential inference from the remaining (18  N’TRP) TRPs.
· For Approach 2, if Nmodel (Nmodel >1) models are provided to cover the entire evaluation area, the total complexity (model complexity is the summation of the Nmodel models.

Agreement
In the evaluation of AI/ML based positioning, if N’TRP<18, the set of N’TRP TRPs that provide measurements to model input of an AI/ML model are reported using the TRP indices shown below.
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2.1 AI/ML model input and monitoring on MTRP construction
In RAN1#111, STRP/MTRP construction for AI/ML assisted positioning was agreed to evaluate the performance on positioning accuracy. Regarding MTRP construction, the input of the AI/ML model contains N sets of channel measurements between the target UE and N (N>1) TRPs, and the output of the AI/ML model contains N sets of values, one for each of the N TRPs. 
Accordingly, in the last meeting, it is agreed to study that the impact on model inputs considering the subset of TRPs, i.e. N’ (N’<N) among all the N TRPs on this case. This is mainly due to the fact that the model input with full set of TRPs affects a large amount of signaling overhead, which increases linearly with respect to the number of TRPs. In addition, from a target UE perspective, not all the inputs of TRPs affect the AI/ML model output evenly but specific inputs from some of TRPs can have a major impact on the output since each TRP is located in different environment and UE can move across the TRPs. In this sense, the UE can expect a gain in terms of signaling overhead if the UE reports measurement of N’ TRPs instead of all the N TRPs in the measurement report for positioning. To this end, it can be considered that signaling for information sharing between the UE and NW/LMF is required on N’ and the corresponding TRP index (or indices).

Proposal #1: Consider to report the subset of TRPs N’ for AI/ML model input on MTRP construction.

In addition, the pre-trained AI/ML model (via offline training) may not be well matched when the model is deployed at real environment especially for considering MTRP scenario as mentioned above. Hence, the AI/ML model monitoring on MTRP construction and the corresponding model fine-tuning/update shall be considered.
Regarding the monitoring metric, it can be based the model input. For example, it can be designed via the similarity check the similarity of output distribution between full set and subset of model input. The amount of the difference in term of distribution can be MSE or mean/variance of the distribution. To monitor the AI/ML model, the UE can report the similarity information with soft value to NW or LMF side. Based on this monitoring approach, NW can indicate the model update (e.g. maintain/fine-tuning/model transfer) to the UE depending on the similarity information value.

Proposal #2: Consider model monitoring metric based on model input depending on the amount of similarity for output distribution between full-set and sub-set of model input on MTRP construction.

2.2 AI/ML model monitoring based on ground truth label
As shown above, ground truth label error can be considered to evaluate and study the impact on positioning accuracy at least for direct AI/ML positioning method. The labelling error is mainly originated from considering the case on normal UE as a PRU and/or PRU with mobility. According to this, the impact on the ground truth label error also shall be taken into account on AI/ML model monitoring especially for direct AI/ML positioning method where the AI/ML model output estimates UE location, and the corresponding model monitoring performance can be generally determined by the amount of the difference between the estimated UE location and the given ground truth label. In this case, there may exist an ambiguity whether the AI/ML model works well or not via the monitoring performance itself since the monitoring performance degradation may come from the ground truth label error while the estimation of UE location is relatively accurate. To address this problem, it would be helpful to monitor the model performance depending on the quality indicator of the ground truth label, which is based on the label error. For example, when the quality of the label is poor, the difference between the estimated UE location and the ground truth label is not adopted for model performance calculation or an offset value can additionally be considered on threshold on the monitoring performance for model fine-tuning/transfer. Above all, the most important simulation aspect of model monitoring for AI/ML based positioning is to align the procedure (e.g. model fine-tuning/transfer) with respect to the model monitoring performance regardless considering the ground truth label error or not.

Proposal #3: For model monitoring evaluation, consider to align the procedure (e.g. model fine-tuning/transfer) depending on model monitoring metric/performance among companies.

Regarding the monitoring metric when the ground truth label is not provided/needed, it can be based the model input or UE location/mobility. For model input based monitoring, it can be designed via the similarity check between a model input and that of AI/ML model training. The amount of the difference in term of distribution can be MSE or mean/variance of the distribution. To monitor the AI/ML model, the UE can report the similarity information with soft value to NW or LMF side. Based on this monitoring approach, NW can indicate the model update (e.g. maintain/fine-tuning/model transfer) to the UE depending on the similarity information value.

Proposal #4: Consider model monitoring metric based on model input depending on the amount of similarity between input and training data distribution.
 
On UE location/mobility based monitoring, a form of IDs representing real environment (e.g. zone ID, scenario ID etc.) for TRPs where UE is located can be a criterion that the deployed environment is different from that of pre-trained AI/ML model. In this case, depending on the UE location, the amount of impact on monitoring performance on each TRP can be different. For example, when the monitoring performance of a certain TRP is poor but the distance between the UE and the corresponding TRP is relatively far compared to that of other TRPs, the overall monitoring performance can be reasonable to maintain the AI/ML model. Also, environment change where UE is to be located based on the prediction of UE mobility can be considered. Then, for the performance generalization, the model can be updated depending on the status of environment and/or the pair, e.g., fine-tuning is operated when UE moves from zone ID#1 to zone ID#2 but model update and/or model transfer/delivery if needed is operated when UE moves from zone ID#1 to zone ID#3. 

2.3 AI/ML model monitoring with intermediate performance metric
In RAN1#110bis-e, it was agreed to use intermediate performance metrics for evaluating AI/ML assisted positioning as follows.
	Agreement
For evaluation of AI/ML assisted positioning, the following intermediate performance metrics are used:
· LOS classification accuracy, if the model output includes LOS/NLOS indicator of hard values, where the LOS/NLOS indicator is generated for a link between UE and TRP;
· Timing estimation accuracy (expressed in meters), if the model output includes timing estimation (e.g., ToA, RSTD).
· Angle estimation accuracy (in degrees), if the model output includes angle estimation (e.g., AoA, AoD).
· Companies provide info on how LOS classification accuracy and timing/angle estimation accuracy are estimated, if the ML output is a soft value that represents a probability distribution (e.g., probability of LOS, probability of timing, probability of angle, mean and variance of timing/angle, etc.)


Regarding the output performance of AI/ML assisted positioning, the quality of intermediate performance is related to output performance (i.e. UE location) and it can be utilized as an assistance information for estimating the UE position. Moreover, it is necessary to monitor AI/ML model by considering intermediate/output performance at the same time to perform model fine-tuning and update as mentioned above. Based on the performance monitoring approach, the condition for AI/ML model fine-tuning/update seems to be considered further. In this sense, the meaning of the intermediate performance of AI/ML assisted positioning can be regarded as a performance indicator of the AI/ML model monitoring performance on output performance (i.e. UE location)
As shown above, intermediate performance metrics are used depending on the sub use cases. For LOS classification accuracy, it needs to be discussed further at least on how the LOS classification accuracy is estimated when the ML output is not a hard value to represent LOS/NLOS indication. To our understanding, the LOS/NLOS identifier can be estimated with hard/soft value and the corresponding statistical information to provide the probability distribution. It means that the AI/ML output with the soft value can indicate the corresponding LOS/NLOS accuracy in itself and it would be replaced to the intermediate performance metric on that and/or provides an additional information to calculate AI/ML output to improve the robustness on the estimation. Moreover, details of reporting the intermediate performance metric is a considerable point where it is reported with the intermediate performance metric with a specific value or the amount of difference between intermediate performance and the actual value obtained via ground-truth labelled dataset etc. 
Proposal #5: For LOS/NLOS classification of AI/ML assisted positioning, consider also to utilize a soft value of the ML output as a LOS classification accuracy and model monitoring metric.

3. Conclusion
In this contribution, we discussed evaluation methodology and metrics for AI/ML positioning accuracy enhancement. Based on the above discussion, we have following proposals:
[bookmark: _GoBack]Proposal #1: Consider to report the subset of TRPs N’ for AI/ML model input on MTRP construction.
Proposal #2: Consider model monitoring metric based on model input depending on the amount of similarity for output distribution between full-set and sub-set of model input on MTRP construction.
Proposal #3: For model monitoring evaluation, consider to align the procedure (e.g. model fine-tuning/transfer) depending on model monitoring metric/performance among companies.
Proposal #4: Consider model monitoring metric based on model input depending on the amount of similarity between input and training data distribution.
Proposal #5: For LOS/NLOS classification of AI/ML assisted positioning, consider also to utilize a soft value of the ML output as a LOS classification accuracy and model monitoring metric.
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