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1. Introduction
In the RAN1#112b-e meeting, several agreements, conclusions and observations related to AI/ML based BM (e.g., BM-Case1 and BM-Case2) evaluation were made. This contribution discusses on remaining issues on evaluation methodology for AI/ML based beam management. 

2. Discussions 
· Performance with quantization errorObservation
· At least for BM-Case1 for inference of DL Tx beam with L1-RSRPs of all beams in Set B, existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) causes [a minor loss x%~y%, if applicable] in beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B.


In the last meetings, observation related to quantization error at least for BM-Case 1 was captured as above. Based on this observation, finer granularity is not needed at least for DL Tx beam predication at least for BM-Case 1.  
It was also discussed on how to model the beam measurement error, but it was not agreed yet. In our view, error modelling needs to be defined and applied in the evaluation for beam management to reflect implementation impairment. It can be up to companies which error model is used for beam measurement and the error model can be reported by companies. As a simple measurement error modelling, Gaussian error term with certain variance value can be considered in the simulation.

Proposal 1. It can be up to companies which error model is used for evaluation of AI/ML based beam prediction. 


· LCM evaluation or analysis
Agreement
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered


In the RAN1#112 meeting, as captured above, LCM related agreement was made in agenda item 9.2.3.2. LCM refers to the end-to-end process including data collection, model deployment, model training, model inference, model monitoring, model update, etc. Among the LCM procedure/stage, model monitoring is intensively discussed. Model monitoring involves tracking the performance of AI/ML model over time to ensure that it continues to meet its intended goals and operates correctly. Also, it is important since it helps to identify issues such as model drift, data skew, or poor performance that can affect the accuracy of the AI/ML model. 
Among model monitoring metrics listed above, in our view, feasibility of Alt 1 is quite clear since metric calculation of it is already defined in the early stage of SI. For Alt 1, some threshold value needs to be further determined to judge the AI/ML model performance. Alt 2 is link quality related KPI which is already calculated in legacy, thus we think it can also be applied in the model performance metric similar to Alt 1. For Alt 3, how to represent the input/output distribution (e.g., 1st order/2nd order statistic) and how many samples are needed can be defined firstly. Although the metric of Alt 4 is quite clear, it requires to measure beams in Set A to compare with predicted RSRP if the top-1/K beams are not belonging to Set B. In summary, further clarification on Alt 3 and 4 are needed for evaluation of model monitoring. 
In order to evaluate LCM performance, especially model monitoring, it is necessary to align the sub-sequential procedure after AI/ML model monitoring. For example, if result of model monitoring based on the monitoring metric listed above is not good enough, possible sub-sequential procedure can be fallback or model fine-tuning or model switching, etc. If sub-sequential procedures are different from companies, it is hard to compare the evaluation results. 

Proposal 2. Further clarifications on Alt 3 (input/output distribution based) and 4 (differential RSRP based) are needed for evaluation of model monitoring.
Proposal 3. To evaluate the model monitoring performance, it is necessary to align the sub-sequential procedure after model monitoring.

· Quasi-optimal Rx beamAgreement
For performance evaluation of AI/ML based DL Tx beam prediction for BM-Case1 and BM-Case2, optionally study the performance with a quasi-optimal Rx beam (i.e., not all the measurements as inputs of AI/ML are from the “best” Rx beam) with less measurement/RS overhead compared to exhaustive Rx beam sweeping. 
· At least the following options can be considered:
· Opt A: Identify the quasi-optimal Rx beams to be utilized for measuring Set B/Set C based on the previous measurements.
· Companies can report the time information and beam type (e.g., whether the same Tx beam(s) in Set B) of the reference signal to use. 
· Companies report how to find the quasi-optimal Rx beam with “previous measurement”
· FFS: Opt B: The Rx beams for measuring Set B/Set C consist of the X% of “best” Rx beam exhaustive Rx beam sweeping and (1-X%) of random Rx beams [or the adjacent Rx beam to the “best” Rx beam].
· X%= 80% or 90%, or other values reported by companies. 
· Note: X% is the percentage of measurements with “best” Rx beams out of all measurements   
· Other options are not precluded.
· Companies report the measurement/RS overhead together with beam prediction accuracy. 

[bookmark: _GoBack]In the last meeting, as captured above, evaluation options for quasi-optimal Rx beam which is optional were agreed. In Option A, quasi-optional Rx beam is determined based on the best Rx beam of previous measurement which may have time/frequency correlation of current measurement. For option B, it seems unclear to determine adjacent Rx beam to the “best” Rx beam. In order to determine adjacent Rx beam to the best Rx beam, the best Rx beam which requires exhaustive Rx beam sweeping should be identified firstly. If it is correct understanding, we can just utilize the best Rx beam instead of adjacent Rx beam to the best Rx beam. Also, if the random Rx beam is employed for certain measurement while others employs the best Rx beam, it may cause radical performance fluctuation. So, how to set/distribute the random Rx beam, e.g. first/last (1-X%) or randomly (1-X%) distributed in whole measurement, should also be discussed. On top of above discussion, since this is optional evaluation and companies can provide any evaluation results if needed, we think it is not need to agree on option B. 

Proposal 4. For quasi-Rx beam evaluation, option A seems sufficient. Companies can provide evaluation results based on other options if needed. 
3. Conclusion
This contribution discussed on evaluation methodology for AI/ML based CSI feedback enhancement. Based on the above discussion, followings are proposed. 

Proposal 1. It can be up to companies which error model is used for evaluation of AI/ML based beam prediction. 
Proposal 2. Further clarifications on Alt 3 (input/output distribution based) and 4 (differential RSRP based) are needed for evaluation of model monitoring.
Proposal 3. To evaluate the model monitoring performance, it is necessary to align the sub-sequential procedure after model monitoring.
Proposal 4. For quasi-Rx beam evaluation, option A seems sufficient. Companies can provide evaluation results based on other options if needed. 

