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1. Introduction
In the RAN1#112b-e meeting, several agreements related to evaluation methodology and observations for AI/ML based CSI feedback were made. This contribution discusses on remaining issues on evaluation methodology for AI/ML based CSI feedback enhancement. 
 
2. Discussions on evaluation methodology
· New training type for CSI compression
In the last meeting, it was discussed for categorization of the “Freeze-and-Train” behavior of following, and it was failed to achieve consensus.  Proposal 3.4.1: For the evaluation of training types of CSI compression, for the freeze-and-train behavior of:
· Step A: first side is trained, and after the training for the first side is finished
· Step B: the second side is trained afterwards, with information shared/exchanged across the two sides, and with a frozen part during the training
· Opt1: Categorize it as “Type 4”, how to capture it into the template FFS
· E.g., a separate template/sheet is made to capture all the “freeze-and-train” results.
· Opt 2: Do not categorize this behavior, and it is up to companies to report the to the “training method” entry to either Table 4 or Table 5.


For above training, there was a debate on whether it is belong to Type 2 or Type 3 or new training type. In RAN1#110, there was an agreement on training collaboration of Type 1,2 and 3. Also, in RAN1$111, there was further agreement on Type 3 with sequential training. According to these agreement, Type 2 is joint training of the two-sided model at network side and UE side, repectively, and Type 3 is separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side in sequential manner, respectively. Also, joint training could be done both at single node or across multiple nodes through gradient exchange between nodes. From this understanding, above training method can be belong to training type 2. Therefore, it is not necessary to categorize this behavior, and it is upto to compnies to report.  

Proposal 1. Do not categorize “Freeze-and-Train” behavior, and it is up to companies to report.

· Model monitoring
   In the last meeting, followings related to evaluation methodology for model monitoring for CSI compression were agreed as captured below.Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, the model monitoring methodology is considered as:
· Step1: Generate test dataset including K test samples
· FFS how to obtain the K test samples
· Step2: For each of K test samples, a bias factor of monitored intermediate KPI () is calculated as a function of , where  is the actual intermediate KPI, and  is the genie-aided intermediate KPI.
· Step3: Calculate the statistical result of the  over K test samples which represents the monitoring accuracy performance.
· Note:  is introduced for the evaluation and comparison purpose; it may not be available in the real network.
· Note: the complexity, overhead and latency of the monitoring scheme are reported by companies. FFS how to evaluate latency.

Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample  is considered for
· Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where
·  is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.
·  is calculated with output CSI (as for ) and the ground-truth CSI of Float32.
· Note: if Float32 is used for , the monitoring accuracy is 100% if  and  are based on the same CSI sample. 
· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:
· Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.
· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%
· Case 2-2: the proxy model directly outputs intermediate KPI ()
·  is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.
· FFS whether/how to evaluate the generalization performance of the proxy model.
Case 3: others are not precluded
Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression,  is in forms of
· Option 1: Gap between  and , i.e. ; 
· Monitoring accuracy is the percentage of the samples for which , where  is a threshold of the intermediate KPI gap.
· Option 2: Binary state where  and  have different relationships to their threshold(s), i.e., , where  can be same or different from 
· Monitoring accuracy is the percentage of the samples for which .
· FFS other metrics: Misdetection, False alarm, etc.
· FFS the values of , , .
· FFS whether/how to evaluate the monitoring metrics for Rank>1


According to above agreements, the monitoring performance evaluation is based on the intermediate KPI, e.g., SGCS, NMSE. Also, there are two cases for calculating per sample . One is NW side model monitoring based on the different quantization level of ground-truth CSI, and the other one is UE side model monitoring based on the proxy reconstruction model. For UE side model monitoring, the monitoring performance relies on the performance/accuracy of proxy reconstruction model, so it would be good to optionally provide its performance, e.g., intermediate/eventual performance KPI based on proxy model. 
For the calculation of monitoring metric  two options are listed as above. For option1, it is based on the relative difference between  and . In our view, it works well in most of cases, but if absolute value of  and  is somewhat low (e.g., <0.7) which means AI/ML model performs poorly and  is within the threshold, the model monitoring performance may not be measured well. Thus, in addition to gap based monitoring accuracy, (average) absolute value of  can be reported by companies for option 1. For the evaluation for rank>1, one simple way is to collect the monitoring result per layer/rank. Or, it could be reported as a representative value, e.g., average or weighted average of monitoring accuracy across layers. 
Proposal 2. Companies can report (average) absolute value of  in addition to gap based monitoring accuracy in option 1. 
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For additional metrics for intermediate KPI based model monitoring, false alarm and misdetection can be further considered where false alarm can indicate the presence of an event which is not present, and misdetection refers to failure of detecting an event which is present. Then, with this false alarm and misdetection, the monitoring accuracy can be 1- probability of false alarm and misdetection. To evaluate these metric, it should be defined target intermediate KPIs for false alarm and misdetection. 
Proposal 3. For evaluating intermediate KPI based monitoring mechanism for CSI compression, the probability of false alarm and misdetection can be optionally considered by companies. 

For NW side model monitoring, the ground-truth CSI based on Float32 may not be available at gNB, and for UE side model monitoring, the actual reconstruction model may not be available, so it may not be applicable for real environment. Therefore, other monitoring methods based on eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK), Legacy CSI based monitoring, and input or output data based monitoring can also need to considered for model/performance monitoring for AI/ML based CSI compression. Also, it would be good to align sub-sequential procedure such as fallback, model switching, model update/fine-tuning after model monitoring to observe eventual model monitoring performance. 
Proposal 4. Discuss whether/how to evaluate model monitoring methods based on other metric at least including eventual KPI and legacy CSI. 

· AI/ML model setting for rank >=1
For AI/ML model setting for rank>=1, following agreement was made in the last meeting. Agreement
For the evaluation of the AI/ML based CSI compression sub use cases with rank >=1, companies to report the specific option adopted for AI/ML model settings to adapt to ranks/layers.
· Option 1-1 (rank specific): Separated AI/ML models are trained per rank value and applied for corresponding ranks to perform individual inference, any specific model operates on multi-layers jointly.
· FFS on the reported complexity and storage
· FFS: input/output type
· Option 1-2 (rank common): A unified AI/ML model is trained and applied for adaptive ranks to perform inference, the model operates on multi-layers jointly. 
· FFS: input/output type
· Option 2 (layer specific): Separated AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report the setting is 
· Option 2-1: layer specific and rank common (different models applied for different layers; for a specific layer, the same model is applied for all rank values), or 
· Option 2-2: layer specific and rank specific (different models applied for different layers; for a specific layer, different models are applied for different rank values)
· Option 3 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report whether the setting is 
· Option 3-1: layer common and rank common (A unified AI/ML model is applied for each layer under any rank value to perform individual inference), or 
· Option 3-2: layer common and rank specific (different models applied for different rank values; for a specific rank, the same model is applied for all layers)
· Other options not precluded.


According to above agreement, there are 6 variations, i.e., Rank specific, Rank common, Layer specific and rank common, Layer specific and Rank specific, Layer common and rank common, and Layer common and Rank specific. First, Rank specific and Rank common are not needed as it can be included in other Layer specific or Layer common options. Second, in order to align the simulation results, a baseline scheme is needed. Among remaining 4 options, option 3-1 can be considered as a baseline as it is simple and straightforward. Option 2-2 may provide the best performance as that approach is kind of optimization at the expense of increased complexity. The performance of option 2-1 and 3-2 can be between option 3-1 and option 2-2 with moderate complexity. Therefore, it can be considered option 3-1 as a baseline.   

Proposal 5. For AI/ML model setting for rank>=1, option 3-1 (layer common and rank common) can be a baseline. 

3. Conclusion
This contribution discussed on evaluation methodology for AI/ML based CSI feedback enhancement. Based on the above discussion, following proposals are proposed. 

Proposal 1. Do not categorize “Freeze-and-Train” behavior, and it is up to companies to report.
Proposal 2. Companies can report (average) absolute value of  in addition to gap based monitoring accuracy in option 1. 
Proposal 3. For evaluating intermediate KPI based monitoring mechanism for CSI compression, the probability of false alarm and misdetection can be optionally considered by companies. 
Proposal 4. Discuss whether/how to evaluate model monitoring methods based on other metric at least including eventual KPI and legacy CSI. 
Proposal 5. For AI/ML model setting for rank>=1, option 3-1 (layer common and rank common) can be a baseline. 

