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Introduction
In the SID on AI/ML for NR air interface [1], a study was agreed to explore the benefits and potential gains of using AI/ML techniques compared with traditional methods at the air-interface level for a few carefully selected use cases and assess the potential specification impact to enable improved support of AI/ML based algorithms. One important use case is to evaluate the performance of beam management by adopting AI/ML function and to investigate the potential spec impact for identified sub use cases.
It was agreed to support the following use cases for AI/ML evaluation:
	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range
Agreement
Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:
· The value of K is up to companies
Agreement 
Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies



In this contribution, we provide our views on the potential specification impact on the support of AI/ML operation for beam management. 
AI/ML inference operation
The following agreements regarding to AI/ML inference on both BM-Case1 and BM-Case2 were reached
	Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.
· 

Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction

Agreement
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded

Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).



On the AI/ML model input format 
For BM-Case 1, based on our evaluation as illustrated in [2], the measurement results, i.e., the L1-RSRP and the corresponding Tx Beam ID for the beams configured in measurement beam set B can be taken as the model inputs for at least for Tx beam prediction. Take UE-side AI/ML inference as an example, for the Tx beam ID inference with specific Rx beam, the measured L1-RSRP of all the beams configured in beam set B with the indicated Rx beam are taken as the model input. For Tx and Rx beam pair prediction, the measurement L1-RSRPs of all the beam pairs which are determined by all the beams within beam set B and all the Rx beam equipped by the UE are taken as the model input. For BM-Case 2, historical measurements should input the AI/ML model as well. 
At least for UE-side AI/ML inference, 
· Measured L1-RSRPs corresponding to all the beams within the measurement beam set B with a specific Rx beam are taken as the model input at least for DL Tx beam ID prediction, and
· Measured L1-RSRPs corresponding to all the beams pairs which are determined by all the beams within measurement beam set B and all the UE’s Rx beam are taken as the model input at least for DL Tx beam ID and DL Rx beam ID prediction.
The same model input format can be applied for NW-side AI/ML inference as well with necessary enhancement. For example, the L1-RSRPs for all beam pairs can be obtained by multiple beam report with different Rx beams.
Proposal 1:  Consider the following AI/ML model inputs for both UE-side and NW-side AI/ML inference
· measured L1-RSRPs corresponding to all the beams within the measurement beam set B with a specific Rx beam are taken as model input for Tx beam ID prediction, or
· measured L1-RSRPs corresponding to all the beams pairs which are determined by all the beams within measurement beam set B and all the UE’s Rx beam are taken as model input at least for beam pair prediction

On the AI/ML model output format
In RAN1#112, the following alternatives were provided to study for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
For Alt.1, one model implementation is that the AI/ML model can predict the L1-RSRPs corresponding to all the Tx beams or the L1-RSRPs corresponding to all the beam pairs where the Tx beams are the prediction beams within beam set A, based on the predicted L1-RSRPs, the model can output the top-N beams or beam pairs with the predicted L1-RSRP. For NW-side inference, the predicted L1-RSRPs for all the Tx beams or all the beam pairs can be taken as the model output and the NW can indicate one of the predicted beams for the subsequent beam measurement or data transmission. for UE-side inference, the top-N beams with the top-N predicted L1-RSRPs can be used as the beam report.
Alt.2 can be supported for example when the ordered beam ID are taken as the model input. All the beam IDs within prediction beam set A can be ordered and the ordered beam ID as the model output. The top-N beam ID can be used for further evaluation, e.g., for the UE to measure the corresponding L1-RSRP, or subsequent transmission.
Alt 3 may be useful for NW-side inference, e.g., the Tx beam angles of the top-N predicted beams can be used for the NW to trigger or configure a beam management procedure on a set of certain beams.
Proposal 2:  Support Alt 1 and Alt 2 as the AI/ML model output for both UE-side and NW-side inference.
Another aspect on AI/ML output is that the AI/ML output may be used for model monitoring. For example, the UE may use the gap between the predicted L1-RSRP and the measured L1-RSRP of the same Tx beam or the same beam pair for model monitoring. Therefore, which type of other information should be taken as AI/ML model output may also depend on the performance matric(s) employed for AI/ML model monitoring. 
Proposal 3:  When specifying the AI/ML model output, we should consider that it may be used for model monitoring.
Potential specification impact
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In this section, we discuss potential specification impact corresponding to AI/ML-based beam prediction, including AI/ML capability signaling and AI/ML-based reporting configuration indication. 
Capability signaling corresponding to AI/ML-based beam selection
In AI 9.2.1, functionality-based LCM were proposed as well as Model-ID based LCM. Regarding the AI/ML operation for beam prediction, only single-side model deployment is needed even the model is trained and deployed at different sides. For NW-side AI/ML inference, the UE may need to report larger number of beams in one or more beam report to support model training and to provide the model input, the corresponding UE capability may be specified as the Rel-15 manner. E.g., the UE may only need to report the supported maximum number of beams in a beam report when more than 4 beams are agreed to be reported in a beam report. However, for UE-side AI/ML inference, the UE may need to report the AI/ML operation related capabilities and the corresponding signaling. Different signaling are required for Model-ID based and functionality-based LCM and the detailed capability components can be further studied depending on the output of AI 9.2.1.
Proposal 4:  Study UE capability on AI/ML for beam management based on Model ID or functionality-based LCM.
Similar with the CSI processing units for CSI computation specified in NR Rel-15, different hardware resources are needed for different AI/ML operations at the same time. The indicated or configured AI/ML operations in a same slot should not exceed the corresponding UE capability. The available resources for AI/ML operation should be aligned for UE and NW side. The concept of AI/ML processing units can be introduced for high efficiency AI/ML resource management. The detailed signaling and the corresponding UE/NW behavior can be further studied.
Proposal 5:  Introduce AI/ML processing unit concept for high efficiency AI/ML resource management.
Data collection for AI/ML model training
The following agreements regarding model training were reached
	Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
Other aspect(s) is not precluded
Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side
Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded
Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded
Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details
Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options

Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered 



Based on our understanding, reference signals used for data collection are the RS used for AI/ML model training or model updating, if supported. For beam prediction, SSB, CSI-RS for beam management and SRS for beam management, which are used for traditional beam management should be at least used for data training, where other RS types, e.g., TRS, can be used for AI training needs further evaluation.
For UE-side AI/ML inference, one typical case is that the model is trained by the UE. Some signaling/procedure should be enhanced, or new procedures may need to be introduced to enable the data collection function for model training. For example, the gNB may need to transmit a larger set of reference signals with proper periodicity to the UE for data collection. This can be achieved by beam report procedure to measure the L1-RSRP of the reference signals without a need to report the measurement results to the gNB. Further, if online AI/ML model updating is supported, procedure for UE triggered data collection may be specified.  
For NW-side AI/ML inference, we assume the AI/ML model is trained at the NW side. For this case, Rel-15 beam reporting framework can be reused for data collection with necessary enhancement. For example, the UE may be required to report larger number of beams and the corresponding measurement results in a beam report. Even, MAC CE or RRC based beam reporting can be considered as well.
Proposal 6:  Study data collection procedure to support both UE-side and NW-side AI/ML model training and model update
· For UE-side model training, study procedure to support UE triggered data collection
· For NW-side model training, support to report larger number of beams in one beam report
· FFS: Beam report signaling other than UCI, e.g., beam report via MAC CE or RRC
Model monitoring
The following related agreements regarding to model monitoring were achieved:
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
· Signaling, e.g., RRC-based, L1-based.
· Note: Performance and UE complexity, power consumption should be considered.

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indication/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded

Agreement
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
· FFS:
· Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
· Other alternative is not precluded. 



AI/ML model monitoring is one of the important parts of life cycle management, which is used to monitor the model performance. When the model performance deteriorates, AI/ML model switching, or fallback operation may be required. 
For NW-side AI/ML inference, NW-side model monitoring is enough since the model switching or fallback operation can be performed by the NW without specification impact. One example is that the NW can trigger an aperiodic beam measurement and beam report on a set of predicted beams. NW can assess whether the current AI/ML model works well based on the performance gap between the reported results and the predicted results for a same set of beams. 
Proposal 7:  NW-side model monitoring is supported for NW-side AI/ML inference, and Rel-15 beam management procedure is the starting point.
For UE-side AI/ML inference, the following methods were provided in RAN1#110bis
· Alt1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Alt2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Different from NW-side AI/ML inference, beam prediction is inferenced by UE for UE-side inference, and it can be reported to the NW depending on the beam reporting configuration. Ideally, model monitoring is expected to be done based on same set of beams or beam pairs. For example, the NW can trigger an aperiodic beam measurement on the predicted beams which is reported by the UE. The UE can monitor the performance gap on the same set of beams, i.e., the predicted beams, at least when the L1-RSRP of the predicted beams are available based on the AI/ML model. Considering the predicted beams may change in different time instance, the beams configured in the beam set for model monitoring should change as well. It should be noted that the measurement results are not needed to be reported to the NW since the potential model switching and fallback operation are controlled by the UE itself. The procedure can be applied to NW-side performance monitoring as well by enabling the UE to report the measurement results to the NW. 
Proposal 8:  For UE-side AI/ML inference, support aperiodic beam measurement for model monitoring and dynamic beam updating within the beam set associated with the aperiodic trigger state for beam measurement. 
Another aspect is performance metric(s) of AI/ML model monitoring and the following alternatives were provided for potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
The selection of the performance metric should ensure that the metric can reflect the “the performance of the AI/ML Model”. In other word, ideally, the variation of the selected performance metric should only dependents on the model performance. With this principle, Alt.1 and Alt.4 should be prioritized since both Alt.2 and Alt.3 do not accurately reflect the model performance as the KPIs under Alt. 2 and Alt. 3 will also get affected by other factors. For example, the throughput or hypothetical BLER of the communication link can degrade when the channel condition is worse, but the predicted best beam is just the ideal best beam.
Proposal 9:  Select Alt 1 and Alt 4 as the performance metric(s) of AI/ML model monitoring.
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
Enhancements on CSI reporting for AI/ML inference
The beam measurement and beam reporting procedure specified in NR Rel-15 is based on the CSI reporting framework, where a channel measurement resource set including multiple SSB resources or multiple NZP CSI-RS resources are configured for a CSI report configuration, and the UE shall measure the L1-RSRP of each resource and select the top-K CRIs/beams and indicate together with their corresponding measured L1-RSRP in a CSI report.
For UE-side AI/ML inference
For UE-side beam prediction, AI/ML inference is performed by UE and the UE is not required to report the measured beams in a beam report. Rel-17 CSI reporting framework can be reused by configuring the measurement beam Set B as the channel measurement resource. However, the reported beams are selected from another prediction beam Set A. 
Proposal 10:  Rel-17 CSI reporting framework can be reused for UE-side beam prediction by configuring measurement beam Set B as the channel measurement resource, but the reported beam is selected from another prediction beam Set A.
When assistant information is required for AI/ML input at NW side, additional procedure or interface may be required to obtaining the assistant information as the Level y0 network-UE collaboration level [3]. For example, UE positioning-related measurement result is a typical type of assistant information, however, the related information may only be available for LMF, how to obtain them for AI/ML inference needs further study.
Proposal 11:  Study on how to obtain the assisting information for AI/ML model input for both NW-side and UE-side AI/ML inference.
To support AI/ML inference-based beam prediction, a CSI report configuration can be associated with an AI/ML Model for beam prediction. However, when the scenario is changed, for example the UE speed is changed from low-speed scenario to high speed scenario, the associated AI/ML model may not be suitable for the current scenario, then the UE may need to switch to another AI/ML model or even fall back to the non-AI/ML based beam measurement/report. Therefore, dynamic switching between AI/ML based beam prediction and non-AI/ML based beam report and dynamic switching between different AI/ML models should be supported.
Proposal 12:  Dynamic switching between AI/ML based beam prediction and non-AI/ML based beam report schemes as well as dynamic switching between different AI/ML models is supported.
When one or more AI/ML models are deployed at the UE side and one AI/ML model is associated with a CSI report for beam report, for spatial domain beam prediction, the UE can measure the beams configured in measurement beam set B and predict the top-K beams in prediction beam set A. However, considering that the AI/ML model associated with the beam report may not be available for the inference instance, for example the associated AI/ML model is in used by another ongoing beam report or the AI function is deactivated by the UE for power saving, a mechanism for the beam report is needed for those cases.
Proposal 13:  Study the mechanism for beam report associated with AI/ML inference when there is no available AI/ML model for AI/inference.
Take the BM-Case 1 as an example, a CSI report associated with AI/ML inference may be configured with two resource set, e.g., a beam set A comprises a set of beams for prediction and a beam set B comprises a set of beams for measurement. The measurement beam set B configures a set of beams for the UE to measure and the measurement results are used as the AI/ML model input for beam prediction from prediction set A. When there are available AI/ML models for this beam report, the UE can report the predicted beams selected from prediction beam set A. however, when there is no available AI/ML model for this CSI report, two options can be considered as follows:
· Option 1: The UE shall not report the corresponding beam report
· Option 2: The UE report the measurement result of beams in measurement beam set B
Both options can be considered, and option 2 can be seen as a fallback operation and the report is still useful for gNB scheduling. While, since the gNB may have no idea on the AI/ML model status deployed at the UE side, the UE may need to indicate that the reported beams are predicted beams, i.e., beams selected form prediction beam Set A, or measured beams, i.e., beams selected from measurement beam set B.
Proposal 14:  For a beam report associated with AI/ML inference, the UE indicates that the reported beams are predicted beams or measured beams in the beam report.
For NW-side AI/ML inference
AI/ML inference-based beam prediction can also be based on CSI reporting framework. When the AI/ML inference function is deployed at the NW side, the UE may need to provide the AI/ML input. For example, the L1-RSRP measurement results of measurement beam set B can be achieved by Rel-15 beam measurement and beam report framework by configuring the measurement beam set B as the channel measurement resource for a CSI report. However, if the number of beams within the measurement beam Set B is too large, the number of beams within a beam report, i.e., in a CSI report, may need to be increased.
Proposal 15:  [bookmark: OLE_LINK3]Rel-17 CSI reporting framework can be reused for NW-side beam prediction by increasing the number of beams in a beam report.
When AI/ML model is deployed at the NW side for spatial domain beam prediction, the gNB may configure or trigger a beam measurement and beam report procedure on measurement beam set B to obtain the AI/ML model input for AI/ML inference. One typical AI/ML model inputs are all the measurement results of beams or beam pairs in measurement beam set B. To support those type of operation, gNB can configure a CSI report for beam report for the UE to report the L1-RSRP of all be beams associated with this CSI report.
Proposal 16:  To Support NW-side AI/ML inference, the gNB can configured one or more CSI reports for beam report for the UE to report the L1-RSRPs of all the beams configured in the CMR associated with the CSI report.
Differential RSRP based report can be reused. For example, the corresponding CSI can contain a CRI/SSBRI field to indicate the beam with largest measurement L1-RSRP among all the measurement beams. The measured RSRP of the CSI-RS resource or the SSB resource indicated by the CRI/SSBRI field is report in the first field after the CRI/SSBRI field. The differential RSRP of the other CSI-RS resources or SSB resources are reported in the following field by the ascending order of CRI or SSBRI for the resources. Whether higher accuracy quantization scheme is needed can be further studied based on more evaluations.
Conclusion
In this contribution, we have the following proposals:  
Proposal 1:  Considering the following AI/ML model inputs for both UE-side and NW-side AI/ML inference
· measured L1-RSRPs corresponding to all the beams within the measurement beam set B with a specific Rx beam are taken as model input for Tx beam ID prediction, or
· measured L1-RSRPs corresponding to all the beams pairs which are determined by all the beams within measurement beam set B and all the UE’s Rx beam are taken as model input at least for beam pair prediction
Proposal 2:  Support Alt 1 and Alt 2 as the AI/ML model output for both UE-side and NW-side inference.
Proposal 3:  When specifying the AI/ML model output, we should consider that it may be used for model monitoring.
Proposal 4:  Study UE capability on AI/ML for beam management based on Model ID or functionality-based LCM.
Proposal 5:  Introduce AI/ML processing unit concept for high efficiency AI/ML resource management.
Proposal 6:  Study data collection procedure to support both UE-side and NW-side AI/ML model training and model update
· For UE-side model training, study procedure to support UE triggered data collection
· For NW-side model training, support to report larger number of beams in one beam report
· FFS: Beam report signaling other than UCI, e.g., beam report via MAC CE or RRC
Proposal 7:  NW-side model monitoring is supported for NW-side AI/ML inference, and Rel-15 beam management procedure is the starting point.
Proposal 8:  For UE-side AI/ML inference, support aperiodic beam measurement for model monitoring and dynamic beam updating within the beam set associated with the aperiodic trigger state for beam measurement. 
Proposal 9:  Select Alt 1 and Alt 4 as the performance metric(s) of AI/ML model monitoring.
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
Proposal 10:  Rel-17 CSI reporting framework can be reused for UE-side beam prediction by configuring measurement beam Set B as the channel measurement resource, but the reported beam is selected from another prediction beam Set A.
Proposal 11:  Study on how to obtain the assisting information for AI/ML model input for both NW-side and UE-side AI/ML inference.
Proposal 12:  Dynamic switching between AI/ML based beam prediction and non-AI/ML based beam report schemes as well as dynamic switching between different AI/ML models is supported.
Proposal 13:  Study the mechanism for beam report associated with AI/ML inference when there is no available AI/ML model for AI/inference.
Proposal 14:  For a beam report associated with AI/ML inference, the UE indicate that the reported beams are predicted beams or measured beams in the beam report.
Proposal 15:  Rel-17 CSI reporting framework can be reused for NW-side beam prediction by increasing the number of beams in a beam report.
Proposal 16:  To Support NW-side AI/ML inference, the gNB can configured one or more CSI reports for beam report for the UE to report the L1-RSRPs of all the beams configured in the CMR associated with the CSI report.
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