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Introduction
Part of the objective of the SID in RP-213599 [1] on study of the 3GPP framework for AI/ML for air-interface with regards to potential specification impact consists of:
	…
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.



In this contribution, we provide our views on model monitoring, selection of sub use cases, model consideration and potential specification impact.
Potential specification Impact
Model monitoring
	
Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)


Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded




We discuss AI/ML monitoring for the positioning use cases based on the process in our companion contribution [2]. Accordingly, as shown in Figure 1, the monitoring process includes two core parts: fault detection and fault diagnosis. Part of the data input for model monitoring (AI/ML model input, AI/ML model output or side information) can be generalized for all use cases or sub use cases – since it follows from standard AI/ML model monitoring in deployment/production – while another part is (sub)-use case specific. 

We further study typical types of faults indications applicable for positioning use cases. For most cases, a Ground truth labels is not necessarily required:
· Inference input and training data mismatch: The inference model is trained using from data with a specific data distribution. The fault detection can utilize analytics that identify if the inference input data follows the same distribution or there is a case of AI/ML model concept drift. 
· Inference output inconsistency: Monitoring entity can implement analytics that identify indications of non-expected model outputs. For example, in case the inference model report confidence levels, the predicted position has higher uncertainty than allowable or if the predicted position by the model do not consist of a smooth trajectory.
· Drop in QoS: The positioning AI/ML models can be associated with a final QoS for a given application. When the QoS drops, the validity of the AI/ML model needs to be diagnosed.
· AI/ML model/concept drift: Certain effects might lead to model drifting caused for example from behavior change due to aging. Model drift can lead to a model degradation over the short and long observation intervals. 
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[bookmark: _Ref131459017]Figure 2 - High-level overview of the Monitoring and Fault Management Framework [2]


Regarding potential data, monitoring can utilize the input data and/or the outputs of the AI/ML model during inference. These could be the raw data or post-processed data statistics, such as mean and variance, as well as specialized model outputs like prediction uncertainty.

Potential signaling and assistance shall consider mainly:
· Configuration input which can include operational thresholds that are utilized to distinguish between normal and degraded AI/ML model performance.
· Additional data for monitoring (Side information) which include assistance data to indicate or assist in identifying a problem in the performance of the AI/ML model. For example, if side-information can inform a monitoring process on an AI/ML-Model drop in performance subject to a certain effect.  Or if the ML Model is identified to perform poorly within a given area, then monitoring can diagnose the fault and recommend a fallback or switch to a model trained for that area.

Proposal 1: 	Define the AI/ML model monitoring functionality w.r.t. fault indications applicable for the positioning use cases. Consider monitoring for at least the following fault indications:
· Inference input and training data mismatch
· Inference output inconsistency
· Drop in QoS
· AI/ML model/concept drift

Proposal 2: 	The AI/ML model monitoring metric shall include information on the fault detection or fault diagnosis performed by the monitoring entity.
Ground truth labels generation
In RAN1#112b the current working assumption was concluded on data collection for model training:
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective




In RAN1#112b the usefulness of ground truth labels generated from UE and network entities on the ML performance was discussed. Concerns were raised about the accuracy of the labels generated by these devices which could affect the AI/ML model performance. Discussions also focused on the usability of ground truth labels, especially their accuracy. Despite the benefits of UE and network-generated ground truth labels, challenges remain in data collection, particularly for multipath and NLOS-heavy scenarios.
Using Feature-lead discussion in [3] as starting point: Proposal 1-1-1a suggests generating ground truth labels from UE or network using RAT-dependent or independent positioning methods.

Ground truth labels according to Proposal 1-1-1a are generated by the UE or the network obtained by RAT dependent or independent positioning methods. Mainly discussions were focused on the usability of Ground truth labels especially in relation with label accuracy. 
Ground truth labels generated by the UE and network is advantageous in the following scenarios:
· Different positioning parameters: RAT dependent methods can operate with different parameters than ML models. Let’s assume multiple UEs has different DL-PRS BW capabilities: A UE can for example utilize DL-PRS with a very high bandwidth in FR2 or with carrier aggregation.  Meanwhile, the ML model can be operating at much less bandwidth in FR1. That said, this reasoning applies under LOS conditions.
· Future proof: sidelink positioning will be introduced in Rel-18. Sidelink will enable more accurate ground truth labels in complex environments.
· High accuracy labels: Despite the above reasoning, the arguments against UE/Network generated ground truth labels are valid. In fact the major problem to enable AI/ML direct positioning is data collection especially for multipath and NLOS heavy scenarios. Landmarks which can be detected with a high accuracy using a UE onboard sensor can provide high accuracy labels in such scenarios.
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Figure 1 Landmark assisted high accuracy ground truth labels in complex environments

Observation 1: Landmarks detected with high accuracy using UE onboard sensors can provide more accurate ground truth labels, especially in scenarios with multipath and NLOS conditions, where data collection for direct AI/ML positioning can be challenging.

Based on the discussion we propose the following: 
Proposal 3: 	Regarding ground truth label generation for AI/ML based positioning, the UE or Network generates ground truth label when label quality satisfy the requirement:
· based on non-NR and/or NR RAT-dependent positioning methods and/or 
· UE Sensors and scenario defined landmarks

AI/ML Model information indication 
	Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
Note: other aspects are not precluded



Validity conditions can include information about the existence of ML assisted areas. These may be indicated to the UE by the network for training or model inference for the identified 3 cases. Examples on validity information related to the AI/ML area can include:
· AI/ML model is not applicable in a given area
· The model for this area is still in the training phase. The model is requesting further data for model training. 
· The model is partially trained. To further determine the availability of AI/ML support a position estimate may be required and/or measurement signal classification. For example, the model was trained using LOS data, but for temporal blockage of one or more links the trained model captured sufficient information. For NLOS area the model may be not yet trained. The model looks for further input data to cover also NLOS areas.

Proposal 4: 	Support validity indication for the AI/ML models. The indication shall include at least information about the existence of ML assisted areas.

Conclusion
We made the following proposals in this contribution:
Proposal 1: 	Define the AI/ML model monitoring functionality w.r.t. fault indications applicable for the positioning use cases. Consider monitoring for at least the following fault indications:
· Inference input and training data mismatch
· Inference output inconsistency
· Drop in QoS
· AI/ML model/concept drift

Proposal 2: 	The AI/ML model monitoring metric shall include information on the fault detection or fault diagnosis performed by the monitoring entity.
Proposal 3: 	Regarding ground truth label generation for AI/ML based positioning, the UE or Network generates ground truth label when label quality satisfy the requirement:
· based on non-NR and/or NR RAT-dependent positioning methods and/or 
· UE Sensors and scenario defined landmarks

Proposal 4: 	Support validity indication for the AI/ML models. The indication shall include at least information about the existence of ML assisted areas.
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