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 Introduction

In RAN1#112bis meeting [1], the following conclusion and agreements were made for other aspects on AI/ML for positioning accuracy enhancement.
	Agreement

Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric

UE at least for Case 1 and 2a (with UE-side model)

gNB at least for Case 3a (with gNB-side model)

LMF at least for Case 2b and 3b (with LMF-side model)

Working Assumption

Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.

Ground truth label

At least for model training

Report from the label data generation entity

Measurement (corresponding to model input)

At least for model training

Report from the measurement data generation entity

Quality indicator

For and/or associated with ground truth label and/or measurement at least for model training

Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity

RS configuration(s)

At least for deriving measurement

Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP

Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement

Time stamp

At least for and/or associated with training data for model training

Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities

Report from data generation entity together with training data and/or as LMF assistance signaling

Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement

FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection

Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed

Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective

Agreement

Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)

Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring

Assistance signaling from UE/PRU for network-side model monitoring

Model monitoring based on provided ground truth label (or its approximation)
Monitoring metric: statistics of the difference between model output and provided ground truth label

Provisioning of ground truth label and associated label quality

Model monitoring using at least statistics of measurement(s) without ground truth label
Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data

Note1: the measurement(s) may or may not be the same as model input 

Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded

Agreement

Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
What are the conditions for functionality-based LCM

which aspects should be specified as conditions of a Feature/FG available for functionality
What are the conditions for model-ID-based LCM

Which aspects should be considered as additional conditions, and how to include them into model description information during model identification


In this contribution, we present our views on the sub use case for AI/ML based positioning, and discuss the potential specification impact.
 Collaboration levels of AI/ML positioning
In RAN1#111, both direct AI/ML positioning and AI/ML assisted positioning methods have been selected as the representative sub use-cases for AI/ML based positioning accuracy enhancement. For each sub use-case, the functionality or the input of the AI/ML model can be different. An example of different kinds of model input is shown in Table I.
Table I. Different types of input and output of AI/ML model
	Case
	Input
	Output
	Category
	Functionality

	1
	CIR [+ RSRP]
	UE location
	Direct AI/ML positioning positioning
	Direct positioning positioning

	2
	TOA [+RSRP]
	UE location
	Direct AI/ML positioning positioning
	Direct positioning positioning

	3
	TODA[+RSRP]TOA
	UE location
	Direct AI/ML positioning positioning
	Direct positioning positioning

	4
	AOA [+RSRP]
	UE location
	Direct AI/ML positioning positioning
	Direct positioning positioning

	5
	CIR
	TOA
	AI/ML assisted positioning
	TOA estimation

	6
	CIR
	AOA
	AI/ML assisted positioning
	AOA estimation

	7
	CIR
	LOS probability
	AI/ML assisted positioning
	LOS identification

	8
	PDP
	LOS probability
	AI/ML assisted positioning
	LOS identification


The above combinations of model input and model output may require different gNB-UE collaboration levels. For example, case 3/4/8 can be implementation-based AI/ML solutions, or collaboration Level-x defined in AI 9.2.1. Case 1/5/6/7 may require CIR information reported from UE or gNB to LMF, which needs signaling enhancement. For all the cases, model transfer/delivery is needed if model training and model inference are performed at two different sides. We think all the collaboration levels (Level x/y/z) defined in AI 9.2.1 should be considered for AI/ML based positioning. The details of model transfer/Level-z can be discussed in AI 9.2.1.

Proposal 1: For AI/ML enabled positioning accuracy enhancement, all the collaboration levels (Level x/y/z) defined in AI 9.2.1 can be considered. The details of model transfer can be discussed in AI 9.2.1.
 Considerations on potential spec impact
We take case 1 in Table I as an example, i.e., CIR vector of multiple BSs to UE is used as the input of AI/ML model, and UE location is the output of the model. For direct AI/ML positioning, we assume the model training is performed at NW side, and model inference can be done at NW or UE side. The related procedures are given in Fig.1. 
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（a） Model inference at LMF                             （b）Model inference at UE

Fig. 1 Procedure of AI/ML based positioning
In Fig.1 (a), to generate the training dataset, there are two options for obtaining the CIR. One option is that the LMF obtains CIR information via SRS. The other option is that LMF configures DL-PRS for UE, UE could perform channel estimation via DL-PRS and then UE reports the CIR information to LMF. One critical issue of AI/ML based positioning is how to obtain the ground-truth labels. For direct AI/ML positioning, the ground-truth labels are UE locations. One potential way is to use positioning reference units (PRUs), but if the size of training dataset is large, the overhead for data collection may be undesirable. The relation between the training dataset size and the positioning accuracy will be discussed in AI 9.2.4.1. If the PRUs are deployed by the network, the network has the information of the location of the PRUs, then there is no need for the UE to report the location. 

After generating the dataset, AI/ML model training is performed at the NW side. LMF can infer UE’s location based on the received SRS from UE via the well-trained AI/ML model. For model inference, another potential way is UE obtaining CIR via DL-PRS, and then feedback the CIR information to LMF. The potential spec impact of CIR report should be studied, especially considering the trade-off between feedback overhead and CIR information accuracy. The impact of dimension of CIR on positioning accuracy, e.g., the length and the number of ports, can be evaluated in AI 9.2.4.1. 
In Fig.1 (b), the training procedure is the same as Fig.1 (a), but model inference is performed at UE side. For model inference, DL-PRS is transmitted to UE, and UE obtains CIR based on DL-PRS to infer the location. 

Proposal 2: For AI/ML based positioning, whether it is feasible to obtain the ground-truth labels via PRUs is related to the training dataset size.
Proposal 3: For AI/ML based positioning, the potential spec impact of CIR report can be studied, and the impact of dimension of CIR on positioning accuracy can be evaluated in AI 9.2.4.1.

For AI/ML based schemes, life cycle management of AI/ML model is necessary to guarantee the performance. The life cycle management of AI/ML includes model training, model deployment, model inference, model monitoring, and model updating. The goal of model monitoring is to measure the performance of the AI/ML model based on the defined metrics. In RAN1#111, it has been agreed that model monitoring for AI/ML based monitoring can be based on model output/model input. For model monitoring based on model output, if the difference between the AI/ML model output and the performance metric is larger than a threshold, model deactivation/switching/updating can be triggered. For the performance metric, two different options can be considered.

Option1: The metric of performance monitoring is based on the ground-truth labels

Option2: The metric of performance monitoring is based on the results of traditional positioning techniques and/or the results of AI/ML model  
For Option1, how to obtain the ground-truth label and the impact of noisy ground-truth labels should be considered. For Option2, the results of traditional positioning techniques and/or the history of the AI-based UE’s location can be used as the metric. Moreover, the result of other AI/ML models can also be used for performance monitoring. For example, if the AI/ML model is deployed at UE side, an LMF-sided model can perform model inference periodically. If the difference of the outputs of the two AI/ML models are larger than a value, model deactivation/switching/updating can be triggered.
Proposal 4: For AI/ML based positioning, the following two different options can be considered as the performance metrics for model monitoring based on model output.

 Option1: The metrics of performance monitoring is based on the ground-truth labels

 Option2: The metrics of performance monitoring is based on the results of traditional positioning techniques and/or the results of AI/ML model

For model monitoring of both UE-sided model and LMF-sided model, UE or LMF can perform the performance metrics calculation. When ground-truth labels are used as the performance metrics for model monitoring, if the NW has the information of the location of the PRUs, LMF can calculate the difference between model output and ground-truth labels. If the result of traditional positioning techniques is used as the performance metrics for model monitoring, both UE-side and LMF-side can calculate the difference between model output and traditional positioning results, accordingly, the decision of model selection/activation/ deactivation/switching/ fallback operation can be made by the UE-side or LMF-side.
Proposal 5: For AI/ML based positioning, study the following model monitoring options for both UE-sided and LMF-sided model. 
Atl1. UE-side model monitoring
Atl2. LMF-side model monitoring
Alt3. Hybrid model monitoring
In addition, positioning integrity is a measure of the trust in the accuracy of the position-related data and the ability to provide timely warnings based on assistance data provided by the network. Solutions for integrity for RAT dependent positioning techniques is under study in Rel-18 NR positioning. The relationship between model monitoring and positioning integrity for AI/ML based positioning can be considered.
Proposal 6: For AI/ML based positioning, the relationship between model monitoring and positioning integrity can be considered. 

For the training data generation for AI/ML based positioning, a FFS is left in the last meeting agreement.

	...
FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label

UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods

Network entity generates ground truth label based on positioning methods

...


From our point of view, the two options are applicable. More potential specification impact should be study. For example, if UE generates ground truth label based on non-NR positioning methods, and then UE report this ground truth label together with the CIR to the network to create a dataset, the reliability or the positioning accuracy should also be reported. This can help network in classifying the collected data when constructing the dataset. The reporting information could be a classification or a truth-value.

Proposal 7: For UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods, the reliability or the positioning accuracy should also be reported.

During the LCM, one important consideration is how to monitor the model performance. If we have the true position of UE, then why we need AI/ML positioning. Which comes first,chicken or egg. One possible way is taken the CIR and the ground truth label of PRUs as the monitoring data for any possible scenario change. This is because the position of PRU usually do not move. If the CIR of PRU change, the most possibility is the change of the scenario influence the channel status. UE may also report its attitude and motion status collected by own sensors like accelerometer and gyroscopes to help gNB increasing awareness of the reason for any UE’s reporting channel status change.
Proposal 8: The data from PRU could be used for model monitoring.

Proposal 9: The data of attitude and motion status could be used to generate the quality indicator.

Based on the above analysis, we propose to confirm the working assumption made in the last meeting.

Proposal 10: Confirm the working assumption made in the last meeting. Further study other potential information.

 Conclusion

In this contribution, we share our views on the sub use cases of AI/ML positioning approach and the potential spec impact. The observations and proposals are summarized as follows:
Proposal 1: For AI/ML enabled positioning accuracy enhancement, all the collaboration levels (Level x/y/z) defined in AI 9.2.1 can be considered. The details of model transfer can be discussed in AI 9.2.1.
Proposal 2: For AI/ML based positioning, whether it is feasible to obtain the ground-truth labels via PRUs is related to the training dataset size.
Proposal 3: For AI/ML based positioning, the potential spec impact of CIR report can be studied, and the impact of dimension of CIR on positioning accuracy can be evaluated in AI 9.2.4.1.

Proposal 4: For AI/ML based positioning, the following two different options can be considered as the performance metrics for model monitoring based on model output.

 Option1: The metrics of performance monitoring is based on the ground-truth labels

 Option2: The metrics of performance monitoring is based on the results of traditional positioning techniques and/or the results of AI/ML model

Proposal 5: For AI/ML based positioning, study the following model monitoring options for both UE-sided and LMF-sided model. 
Atl1. UE-side model monitoring
Atl2. LMF-side model monitoring
Alt3. Hybrid model monitoring
Proposal 6: For AI/ML based positioning, the relationship between model monitoring and positioning integrity can be considered. 

Proposal 7: For UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods, the reliability or the positioning accuracy should also be reported.

Proposal 8: The data from PRU could be used for model monitoring.

Proposal 9: The data of attitude and motion status could be used to generate the quality indicator.

Proposal 10: Confirm the working assumption made in the last meeting. Further study other potential information.
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