	3GPP TSG RAN WG1 Meeting#113
	R1- 2305058

	Incheon, May 22nd – May 26th, 2023  
	


 
	Source:
	Fraunhofer IIS, Fraunhofer HHI

	Title:
	Discussion on AI/ML based methods for CSI feedback enhancement

	Agenda item:
	9.2.2.2

	Document for:
	Discussion and Decision


Introduction 
In RAN1#112bis-e meeting, the following agreements and conclusion were obtained on the AI/ML-based methods for CSI enhancement [1].  
	Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures 
· Other aspects are not precluded 
Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.
Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, resusing as much as possible what is defined for UE side use cases
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching and finetuning procedure.
· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.
· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  
Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.

Conclusion
In CSI compression using two-sided model use case, gradient-exchange based sequential training over the air interface is deprioritized in R18 SI.   
Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
        Scalar quantization for ground-truth CSI
       FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
        Codebook-based quantization for ground-truth CSI
       FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.

Agreement
In CSI compression using two-sided model use case, further study  the necessity and potential specification impact on quantization alignment, including at least: 
       For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
       For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.

· Quantization alignment using 3GPP aware mechanism.
· 


In this document, we discuss the advantages and disadvantages of different types of training for a two-sided AI/ML-based model implemented for CSI feedback compression and reconstruction and address the CQI mismatch caused by separate training. 

Different Types of Training a Two-sided Model
In RAN1#111 meeting the following was agreed about the Type 3 AI/ML model training [2]. 
	Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.
· Quantization behaviour, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.
· Quantization behaviour, e.g., whether the shared input of the UE side CSI reconstruction part is before or after quantization. 



A two-sided AI/ML model for CSI compression and decompression comprises one encoder and one decoder at the UE-side and the gNB-side, respectively. Training the AI/ML model may be performed jointly at the same time or separately. Also, the training of the UE-side and the gNB-side of the AI/ML model may be implemented at the same or different entities. Therefore, there are three types of offline training for a two-sided AI/ML model which are listed in Table 1. 

Table 1: Different types of offline training
	Type of training
	Joint training (same time/loop)
	Single entity (same place)

	Type 1
	Yes
	Yes

	Type 2
	Yes
	No

	Type 3
	No
	No


In Figure 1, the joint two-sided model training at a single training entity is shown. As discussed in the previous meetings, the training of the AI/ML model is assumed to be implemented at the training entity. The training entity can be at the UE-side, gNB-side, or any 3rd party entity. Type 1 has three phases, data collection from the UE, model training at the training entity, and model transfer to the UE and gNB. 
In Figure 2, the joint and separate two-sided model training in two separate training entities is shown for Type 2 and Type 3. For Type 2, after the data collection from the UE, two vendors corresponding to the UE and the gNB, design in a joint training mode the encoder and the decoder. During the training, data exchange is required between these two training entities. One disadvantage of Type 2 is that the two training entities need to make arrangements to exchange data and side information is needed during the training. An advantage of Type 2 is that revealing the model structure to the other side is not needed.
Type 3 training refers to the training scenario where the UE-side and NW-side models are trained separately by different entities. While there is no collaboration during training, some coordination is necessary outside the training process to ensure that the UE-side and NW-side models are compatible. 
As mentioned before, Type 3 is more flexible than Type 2 approach because there is no need for any collaboration during the training phase.
Unlike Type 2 training, since each model is trained by a different entity, there is no need to disclose the model structure. As the UE-side and NW-side models are trained separately, the engineering effort of adding a new UE type or new UE-side vendor is contained and does not propagate to other vendors even if the NW-side or UE-side perform a common model on the both sides.
Similar to the Type 2 approach, there is no need that the inputs to the UE-side model be provided to the training entity of the NW-side model.
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The advantages and disadvantages of the three types are summarized in Table 2, where the positive and negative points are marked in green and red, respectively.
	Type of training
	Type 1- UE side
	Type 1 – NW side
	Type 1 – 3rd party
	Type 2 
	Type 3 – NW first
	Type 3 – UE first

	UE-processing compatibility
	No issues
	UE vendor assistance required for UE compatibility
	UE and gNB vendors assistance required
	No issues (UE-vendor trained)
	UE and gNB vendors assistance required
	No issues (UE-vendor trained)

	Encoder-decoder compatibility
	Trained at one side
	Trained at one side
	Trained at one side
	Jointly trained
	Separately trained
	Separately trained

	Logistics of AI model design
	Design by a single vendor, high complexity at UE-side

	Easy (training at single entity)
	Easy (training at single entity)
	Harder (vendor pairings needed for AI model development)
	Easy (independent training regardless of encoder-decoder pairing)
	Easy (independent training regardless of encoder-decoder pairing)

	Logistics of AI model training
	No issues
	Training data exchange is necessary (UE vendors need to exchange training data with
	Training data exchange is necessary
	Harder (vendor  pairs need to exchange training data)
	Harder (vendor  pairs need to exchange training data)
	Harder (vendor  pairs need to exchange training data)

	Revealing proprietary information
	NW vendor may need to reveal some implementation info to UE vendor for decoder design
	Some proprietary information may be revealed by UE side vendor to NW vendor for designing UE-compatible encoder
	Some proprietary information may be revealed by UE
	Some proprietary information may be revealed between pairing vendors
	No revealing of proprietary information is required
	No revealing of proprietary information is required

	Performance guarantees
	Possible
	Possible
	Possible
	Possible
	Hard to guarantee due to higher chances of encoder-decoder mismatch
	Hard to guarantee due to higher chances of encoder-decoder mismatch



Table 2: Comparison of different types of offline training
To summarize, the following observations are obtained based on the above discussion and the results provided in [3].
Observation 1:  The same AI-model can be trained by Type 1 or Type 2, therefore Type 1 and Type 2 training may result in the same performance. However, in Type2, two vendors located at different places are used for the training, this causes a lot of offline overhead for data exchange and synchronization. 
Observation 2: If the confidentiality of the details of the two-sided model is crucial, which means the UE or gNB vendors concern about revealing their data and/or implementation to each other, Type 3 is the only applicable option.
Observation 3: Some of the AI models, which require joint training, cannot be implemented using separate training, therefore Type 3 or any separate training method does not outperform the joint training approaches e.g., Type 1, 2. 
Proposal 1: Separate training Type 3 is applied when there is no possibility for full coordination between the UE and gNB vendors.
CQI evaluation
In the previous RAN1#112 and RAN1#112bis-e meetings, the following agreements on the CQI calculation and reporting were obtained [1] and [4].  Agreement 
In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1:  
· Option 1: Precoding matrix 
· 1a: The precoding matrix in spatial-frequency domain  
· 1b: The precoding matrix represented using angular-delay domain projection 
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel) 
· 2a: raw channel is in spatial-frequency domain 
· 2b: raw channel is in angular-delay domain  
· Note: Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1. 
· Note: RI and CQI will be discussed separately 
 
Agreement 
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.     
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including 
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement   
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment  
· Option 1c: CQI is calculated based on legacy codebook 
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including 
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment 
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW.  
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.    
· Other options are not precluded 
· Note1: feasibility of different options should be evaluated  
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated 
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead 
Agreement
For the evaluation of CSI compression, companies are allowed to report (by introducing an additional field in the template to describe) the specific CQI determination method(s) for AI/ML, e.g.,
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW
· Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW
· Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder
· Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation
· Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment
· Option 1c: CQI is calculated based on traditional codebook
· Other options if adopted, to be described by companies

Among the different types of the two-sided model training, Type 3 network-first model training has a potential challenge in CQI evaluating and reporting. Basically, in Type 1 and Type 2, the UE is aware of the employed and trained decoder at the gNB, because in Type 1 both encoder and decoder are trained at the same vendor and the UE can be informed easily about the decoder. Similarly, in Type 2 training, there is a model information exchange between the UE-side vendor and gNB-side vendor, and the information about the decoder can be transferred to the UE as well. In Type 3 UE-first training, the training phase is initiated at the UE-side vendor and at least a version of the decoder trained at the gNB-side vendor is available at the UE-side which can be utilized for CQI calculation. In contrast, In type 3 network-first training, due to the model privacy, no model parameter sharing is used across the network and UE sides. However, this may cause a mismatch between the target (nominal) precoding vector(s) assumed at the UE side and the actual precoding vector(s) computed at the network side.
There are options that are under discussion. In option 1, the CQI is not calculated based on the reconstructed CSI at the gNB, instead the CQI is calculated based on the collected, measured or estimated CSI which is called the “target” CSI in the above agreement. In this option, there is a possible mismatch between the calculated CQI at the UE and the real CQI that is reported to the gNB. In option 2, the CQI is calculated based on the precoded CSI-RS based the reconstructed CSI at the gNB. This option requires that the decoder is implemented at the gNB. In option 3, the CQI is first calculated based on the target CSI and then it is adjusted to the real CQI by knowing some parameters of the decoder e.g., the accuracy and the reconstruction loss of the AI-based autoencoder without having the full knowledge about the decoder or even implementing the whole decoder at the UE. 
Proposal 2: For CQI calculation in Type 3 network-first training, Support option 3, i.e., some side-information and a set of parameters of the decoder e.g., the accuracy or loss of the reconstruction are revealed to the UE. 

Conclusions
Based on the above discussions, we have the following observations about the training types and CQI calculation of  AI/ML-based methods and the proposals for improvement. 
Observation 1:  The same AI-model can be trained by Type 1 or Type 2, therefore Type 1 and Type 2 training may result in the same performance. However, in Type2, two vendors located at different places are used for the training, this causes a lot of offline overhead for data exchange and synchronization. 
Observation 2: If the confidentiality of the details of the two-sided model is crucial, which means the UE or gNB vendors concern about revealing their data and/or implementation to each other, Type 3 is the only applicable option.
Observation 3: Some of the AI models, which require joint training, cannot be implemented using separate training, therefore Type 3 or any separate training method does not outperform the joint training approaches e.g., Type 1, 2. 
Proposal 1: Separate training Type 3 can be applied when there is no possibility for full coordination between the UE and gNB vendors.
Proposal 2: For CQI calculation in Type 3 network-first training, side-information and a set of parameters of the decoder e.g., the accuracy or loss of the reconstruction should be revealed to the UE. 

References
[1] Chair’s notes for RAN1#112bis-e
[2] Chair’s notes for RAN1#111
[3] 3GPP R1-2211589, “Evaluation of AI/ML based methods for CSI feedback enhancement” Fraunhofer IIS Fraunhofer HHI
[4] Chair’s notes for RAN1#112
[bookmark: _GoBack]



image4.png




image5.png




image6.jpeg
(o




image6.png




image7.png




image8.jpeg
(o




image1.png




image2.png




image3.jpeg
(o




