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1. Introduction

In last meeting, the following conclusions and agreements have been achieved [1].
Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect

· Supported/preferred configurations of DL RS transmission 

· Other aspect(s) is not precluded

Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 

· Option 1: data collection initiated/triggered by configuration from NW 

· Option 2: request from UE for data collection 

· FFS: details

Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 

· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable

· FFS: the range of M1

· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable

· FFS: the range of M2

· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable

· FFS: the range of M3

· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)

· Note: Overhead, UE complexity and power consumption should be considered for the above options

Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 

· Mechanism related to the reporting

· Additional information for content of the reporting

· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.

· Reporting overhead reduction

· Note1: non-3GPP based solution is a separate issue. 

· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)

· Note 3: Overhead, UE complexity and power consumption should be considered 

Agreement
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:

·        Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
o   FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
·        Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
·        FFS:
o   Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
·        Other alternative is not precluded. 
In this contribution, we will provide some discussions on AI/ML for beam management.
2. Discussions 
2.1 Data collection

Two options for the data collection at UE side for UE-side AI/ML model to initiate/trigger data collection is agreed in last meeting. UE side data collection for UE-side AI/ML model should happened after UE capability report with functionality and/or model identification process. Considering NW has relative full information about the serving area, once NW found the conditions for data collection for UE-side AI/ML model training is satisfied, data collection initiated/triggered by configuration from NW should be supported. In some cases, UE also has a need to initiate data collection, such as when UE enters a new area or model updates is required. Request from UE for data collection should also be considered. Therefore, the two options should be considered for specified. As for the signaling design for data collection, L1-signaling should be considered to initiate/trigger data collection to enable shout response period. 
Proposal 1: Regarding the data collection at UE side for UE-side AI/ML model, both option 1 and option 2 should be considered.

Proposal 2: L1-signaling should be considered to initiate/trigger data collection for UE-side AI/ML model. 
Regarding data collection for NW-side AI/ML model, the whole process should be triggered by NW. NW should inform UE the contents of collected data and related time window. As for the contents of collected data, option 1 and 2 could be considered as baseline. Option 3 could be regarded as a special case of option 1. The selection of M1/M2/M3 should be flexible considering the different requirements of SetB and SetA. The size of SetB in general should be in portion to the size of SetA and M2 should be equal to the size of SetB. Overhead reduction for SetA for option 1 should be considered and M1/M3 could be set according to the distribution of RSRP in SetA. 

Proposal 3: NW should inform UE the contents of collected data and related time window for data collection for NW-side AI/ML model.

Proposal 4: The selection of M1/M2/M3 should be flexible considering the different requirements of SetB and SetA.

2.2 Conditions for Functionality/Model identification and LCM
In 9.2.1, applicable conditions for functionality and AI/ML model have been agreed and the details could be discussed in each sub-use-case agenda. The detail design of applicable conditions should consider the requirements of LCM process, e.g. data collection, model training/inference/monitoring/switching/updating. For BM-Case1 and BM-Case2, configurations of SetA and SetB, application scenario(s), supported values of Top-K for inference could be considered as starting point. Considering the definition of applicable condition should be part of UE capacity, the final decision could be made in RAN2.

Proposal 5: For BM-case1 and BM-case2, configurations of SetA and SetB, application scenario(s), supported values of Top-K for inference could be considered as starting point for the definition of applicable conditions.

2.3.3 Model monitoring
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, three alternatives are provided for model monitoring with potential down-selection. The output of AI model for beam (pair) prediction includes L1-RSRP and beam (pair) ID. AI model monitoring for UE-side AI/ML model could be performed by measurements on the L1-RSRP of predicting beam (pairs) and/or all beam (pairs) in Set A. The periodicity of UE measurements on the L1-RSRP of predicting beam (pairs) and/or all beam (pairs) in Set A could be request from NW. Besides, the criterion of model/functionality update/switch/fallback should be considered from NW. 

Proposal 6: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, periodicity of UE measurements on the L1-RSRP of predicting beam (pairs) and/or all beam (pairs) in Set A could be request from NW.

Proposal 7: For UE-side AI/ML model monitoring, UE side directly monitoring (Alt.1) and hybrid monitoring (Alt.3) should be considered.

For BM-Case1 and BM-Case2 with a NW-side AI/ML model, DL Tx beam prediction is performed and AI model monitoring should be based on the DL Tx beam accuracy. The accuracy of DL Tx beam accuracy could not be directly measured by NW. UE could perform beam pair L1-RSRP measurements based on NW configuration and report the measurements results to NW for AI model monitoring. The configuration from NW for AI model monitoring could include measurement beam pair set and report frequency. NW could perform AI model monitoring based on reporting information and system performance. 

Proposal 8: For BM-Case1 and BM-Case2 with NW-side AI/ML model monitoring, NW could configure measurement beam(pair) set and reporting frequency to assist AI/ML model monitoring.

There are some discussions in last meeting on hybrid monitoring and proposal 4.3.1A has almost achieved consensus. To our understanding, even the proposal is more related to hybrid monitoring, remove the wording ‘hybrid’ in the main bullet is also fine.

Proposal 9: Proposal 4.3.1A discussed in last meeting is agreeable. 
3. Conclusion
In summary, the following proposals are provided:
Proposal 1: Regarding the data collection at UE side for UE-side AI/ML model, both option 1 and option 2 should be considered.

Proposal 2: L1-signaling should be considered to initiate/trigger data collection for UE-side AI/ML model. 
Proposal 3: NW should inform UE the contents of collected data and related time window for data collection for NW-side AI/ML model.

Proposal 4: The selection of M1/M2/M3 should be flexible considering the different requirements of SetB and SetA.

Proposal 5: For BM-case1 and BM-case2, configurations of SetA and SetB, application scenario(s), supported values of Top-K for inference could be considered as starting point for the definition of applicable conditions.

Proposal 6: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, periodicity of UE measurements on the L1-RSRP of predicting beam (pairs) and/or all beam (pairs) in Set A could be request from NW.

Proposal 7: For UE-side AI/ML model monitoring, UE side directly monitoring (Alt.1) and hybrid monitoring (Alt.3) should be considered.

Proposal 8: For BM-Case1 and BM-Case2 with NW-side AI/ML model monitoring, NW could configure measurement beam(pair) set and reporting frequency to assist AI/ML model monitoring.

Proposal 9: Proposal 4.3.1A discussed in last meeting is agreeable. 
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