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1. Introduction

In last meeting, the following agreements have been achieved on general aspects [1].
Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:

· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.

· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities

· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level

· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.

· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.

· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.

· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).

· FFS: relationship between functionality-based LCM and model-ID-based LCM

· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.

· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement

· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.

· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Working Assumption
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


 
Working Assumption

	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation


In this contribution, we will provide some discussions on general aspects of AI/ML based air interface design.
2. Discussions 
2.1 General AI/ML framework
RAN2#121bis-e has agreed that the general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage. the following figure was almost agreed (leave it FFS for now): AI/ML functional architecture in Figure 1 in R2-2303674 is the baseline with the modification that Performance Monitoring is changed to Model Mgmt / Performance Monitoring. It is noted that the exact interactions may need some modification depending on how each piece of functionality is specified.
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Fig.1 Sample of general AI/ML framework
Proposal 1: The general AI/ML functional architecture could be agreed in RAN2 to avoid duplicate discussion.
2.2 AI/ML model life cycle management
2.3.1 Data collection
According to the conclusions in previous meetings, the requirements and specification impact for data collection are different for various of LCM process. Measurement configuration and reporting, signaling for data collection procedure, data content and quality and assistant information should be considered. There are some discussions in last meeting on the general aspects on data collection and proposal 6-4g could be agreed.
Proposal 2: As for the general aspects for data collection, Proposal 6-4g discussed in last meeting could be agreed. 
For different use cases, the requirements on data quality and frequency of data transmission are different. Based on some conclusions from RAN2, it is necessary to consider the combination of RRC signaling and L1 signaling for data collection. In principle, data transmission with high frequency and small data volume can be transmitted through L1 signaling, while data transmission with low frequency and large data volume can be considered based on RRC signaling. Small and frequent data transmission is more suitable for model monitoring. Large data transmission is more suitable for model training. Whether explicit standardization is needed on the purpose of data collection and transmission in specific signal design needs FFS. The construction of the dataset for training depends on implementation and data that meets certain quality requirements could be used for model training. Besides, the data used for model monitoring can also be considered as a dataset for model training.
Proposal 3: L1-signaling could be used for high frequency and small data samples transmission while RRC signaling could be used for low frequency and large data samples transmission. 

2.3.2 Functionality/model identification and methods of LCM
Overall framework of functionality and model operation is agreed in last meeting and several FFS parts need further study.

Relationship between functionality and model should be clarified. In general, functionality identification and model identification should be recognized as separated process. In real applications, there may be some cases where multiple models need to be managed within one functionality. When a model is identified for LCM, if there is already a functionality is identified with the same application condition, the model may be identified referring to functionality(s). 
Proposal 4: A model could be identified referring to the functionality(s) with the same application conditions.

Relationship between functionality-based LCM and model-ID-based LCM needs further discussion. Functionality-based LCM and model-ID-based LCM could co-existence for non-overlapped application conditions. Especially for different AI/ML-enabled Feature functionality-based LCM and model-ID-based LCM could be used simultaneously. However, for the same application conditions for the same AI/ML-enabled Feature, it is not necessary to operate functionality-based LCM and model-ID based LCM simultaneously. 

Proposal 5: For the same application conditions for the same AI/ML-enabled Feature, it is not necessary to operate functionality-based LCM and model-ID based LCM simultaneously.

As for functionality-based LCM, multiple functionalities could be identified for management. In order to manage multiple functionalities, Functionality ID should be considered for functionality-based LCM. When UE reports functionalities to NW with UE capacity, NW should assign functionality ID for identified functionality(s). Functionality ID could be used to activate/deactivate/fallback/switch AI/ML functionalities.
Proposal 6: Functionality ID could be assigned to identified functionality(s) for functionality-based LCM.
2.3.4 Model delivery and transfer
There are lots of discussions on model delivery/transfer Case z4 and z5 in last meeting. Proposal 6-19f in FL summary has achieved widely supporting and nearly be approved by email. In this meeting, this proposal should be agreed. 
Proposal 7: Proposal 6-19f discussed in last meeting could be approved. 

For all cases z1/z2/z3/z4/z5, some further discussions are required on whether all these cases should be supported. For case z2, it is hard for real implementation that NW trains a model with UE optimize manner and transfers the model with proprietary model. For case z1 and z4, comparing with case y, the advantage is no obvious with the cost of extra signaling overhead and specification efforts. Therefore, case z4 and z5 could be considered for higher priority. 
Proposal 8: For model delivery/transfer cases, z4/z5 could be considered with higher priority than z1/z2/z3.
2.3.6 Model update

Model update includes model structure and/or parameters updating. Model update should be considered for an activated or deactivated model. Considering that model updating takes some time, the inference performance of the model during the updating process cannot be guaranteed. Therefore, if an activated model needs to be updated, it is a reasonable choice to deactivate the model first and then proceed the model update process. In order to ensure system stability, model switching or fallback could be considered at the same time.

Proposal 9: The process of model updating only applies for deactivated model. If an activated model needs to be updated, it should be deactivated first.
3. Conclusion
In summary, the following proposals are provided:
Proposal 1: The general AI/ML functional architecture could be agreed in RAN2 to avoid duplicate discussion.
Proposal 2: As for the general aspects for data collection, Proposal 6-4g discussed in last meeting could be agreed. 
Proposal 3: L1-signaling could be used for high frequency and small data samples transmission while RRC signaling could be used for low frequency and large data samples transmission. 

Proposal 4: A model could be identified referring to the functionality(s) with the same application conditions.

Proposal 5: For the same application conditions for the same AI/ML-enabled Feature, it is not necessary to operate functionality-based LCM and model-ID based LCM simultaneously.

Proposal 6: Functionality ID could be assigned to identified functionality(s) for functionality-based LCM.

Proposal 7: Proposal 6-19f discussed in last meeting could be approved. 

Proposal 8: For model delivery/transfer cases, z4/z5 could be considered with higher priority than z1/z2/z3.
Proposal 9: The process of model updating only applies for deactivated model. If an activated model needs to be updated, it should be deactivated first.
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