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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]The study items related to the application of AI/ML to air interface were approved in RAN #94[1]. After multiple rounds of discussion within the NWM, the use cases for AI/ML application in RAN1 were narrowed down to enhancing CSI feedback enhancement, beam management, and positioning accuracy enhancements.
Below are listed agreements and conclusions reached during the RAN1 #112b e-meeting concerning the enhancement of positioning accuracy enhancements[2].
	Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective

Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded

Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification
 


[bookmark: OLE_LINK27][bookmark: OLE_LINK28][bookmark: OLE_LINK5][bookmark: OLE_LINK6]According to the process of RAN1 #112b and previous meetings, the following three issues will be discussed in this contribution:
· Relation between the sub use case and collaboration level
· Dataset collection
· Reliability enhancement of felid data for model monitoring
· TBD

2. Relation between the sub use case and collaboration level
The RAN1 #111 meeting agreed to select direct AI/ML positioning and AI/ML assisted positioning as representative sub-use cases. The potential specification impact combining with UE-based/UE-assisted positioning defined in TS 38.305 are required to be clarified.
· [bookmark: OLE_LINK108][bookmark: OLE_LINK109]Case 1: UE-based positioning with UE-side model, direct AI/ML positioning and AI/ML assisted positioning
[bookmark: OLE_LINK11][bookmark: OLE_LINK15][bookmark: OLE_LINK7][bookmark: OLE_LINK10][bookmark: OLE_LINK101][bookmark: OLE_LINK102][bookmark: OLE_LINK128][bookmark: OLE_LINK129][bookmark: OLE_LINK112][bookmark: OLE_LINK113]According to the definition of TS 38.305[3], UE-based positioning refers to the positioning process where the UE is responsible for making the positioning calculation. When considering the collaboration level for this case,
· [bookmark: OLE_LINK110][bookmark: OLE_LINK111][bookmark: OLE_LINK123]For direct AI/ML positioning, positioning process involves the UE calculating its location using an AI/ML model and transferring the result to network side if needed. In this case, collaboration level x is preferable because the AI/ML has the potential to replace traditional position calculation methods and has no impact on the network side. 
· For AI/ML assisted positioning, positioning process involves the UE measuring/inferring the intermediate result using an AI/ML model and then using this intermediate result to calculate its location. In this case, collaboration level x is also preferable since the AI model has the potential to replace traditional position calculation method and has no impact on the network side. 
[bookmark: OLE_LINK118][bookmark: OLE_LINK119]Proposal 1: Collaboration level x is recommended for UE-based positioning with UE-side model (case 1) for both direct AI/ML positioning and AI/ML assisted positioning. This is because collaboration level x is more likely to support the use of AI models, which have the potential to replace traditional position calculation methods and do not require any changes on the network side.

-	If the AI model is deployed at network side (the terminologies is network-side model defined in AI 9.2.1), it is contradictory that UE based positioning refer to location calculation at UE side while direct AI positioning refer to location inference at network side which deploy the AI model. Thus NW side AI model is not support for this scenario.
· If the AI model is deployed at UE side, the technological process should be, inferring an intermediate result by AI model at UE side, calculating the UE positioning by the intermediate results via non-AI method at UE side. Similar as the above case, collaboration level x is preferable since it is more likely implemented by UE-self and transparent for network. 
· If the AI model is deployed at network side, the normal technological process should be, inferring an intermediate result by AI model at network side, transferring the intermediate result to UE side, and calculating the UE positioning by the intermediate result via non-AI method. Although network side AI model can work, resource overhead, location delay and specification complexity will be introduced compared with current positioning mechanism. 

· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
According to the definition of TS 38.305, UE-assisted/LMF-based positioning refers to the process where UE provides measurements but does not make the positioning calculation, while the LMF makes the location calculation based on the reported measurements. When considering the collaboration level for this case,
· [bookmark: OLE_LINK116][bookmark: OLE_LINK117]Since the AI/ML model is deployed at the UE side, the technological process should involve inferring an intermediate result using the AI/ML model on the UE side, transferring the intermediate result to LMF, calculating the UE’s location using mathematical methods rather than any AI/ML models. In this case, collaboration level y and collaboration level z are preferable because it is beneficial for the LMF to have access to the information from AI/ML model in order to use the output of the AI/ML model for further calculation. 
[bookmark: OLE_LINK126][bookmark: OLE_LINK127]Proposal 2: Collaboration level x and z is recommended for UE-assisted/LMF-based positioning with UE-side model. This is because collaboration level y and collaboration level z enables the LMF to access the information from the AI/ML model on the UE side, which can improve the accuracy of the positioning calculation.

· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
In contrast to case 2a, case 2b involves deploying the AI/ML model at LMF side. To determine the appropriate collaboration level for this scenario,
· Since the AI/ML model is deployed at the LMF side, the process should involves reporting the measurement from the UE to the LMF, transferring them, and inferring the UE’s location using the AI/ML models. In this case, collaboration level x, y and z are all suitable as the accuracy of model inference and monitoring is not greatly affected by whether there is information interaction between the network and the UE regarding the AI/ML model. 
Proposal 3: Collaboration level x, y and z all are suitable for case2b, UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning.

· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
As per the definition provided in TS 38.305, NG-RAN node positioning refers to the gNB providing measurements of UL SRS but not performing the positioning calculation. The LMF then makes the location calculation based on the reported measurements. When determining the appropriate collaboration level for this case, the process of reporting measurements from the gNB to the LMF and performing the location calculation must be considered. 
· Since the AI/ML model is deployed at the gNB side, the technological process should involve inferring an intermediate result using the AI/ML model on the gNB side, transferring the intermediate result to the LMF, and calculating the UE’s location using mathematical methods rather than any AI/ML models. In this case, collaboration level x, y and z are all appropriate since the accuracy of the model inference and monitoring is not significantly impacted by whether there is information interaction regarding the AI/ML model between the gNB and the UE.
Proposal 4: Collaboration level x, y and z all are suitable for case 3a, NG-RAN node positioning with gNB-side model, AI/ML assisted positioning.

· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
In contrast to case 3a, case 3b involves the AI/ML model being deployed on LMF side. When determining the appropriate collaboration level for this scenario, the process of reporting measurements from the gNB to the LMF and performing the location calculation using the AI/ML model must be considered.
· Since the AI/ML model is deployed at the LMF side, the technological process should involve reporting the measurement of SRS from the gNB to the LMF, transferring the measurement, and inferring the UE’s location using the AI/ML models. In this case, collaboration level x, y and z are all appropriate since the accuracy of the model inference and monitoring will not greatly affected by whether there is information interaction regarding the AI/ML model between the network and the UE. 
Proposal 5: Collaboration level x, y and z all are suitable for case 3b, NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning.

3. Dataset collection
[bookmark: OLE_LINK4][bookmark: OLE_LINK16]As discussed in AI 9.2.4.1, the generalization performance of AI/ML models is crucial for their actual deployment. Existing evaluations have shown that the positioning performance of AI/ML-based positioning degrades when the model is trained with a dataset that has one set of drop/clutter parameters/network synchronization error/scenarios and tested with a dataset that has different drop/clutter parameters/network synchronization error/scenarios. Simulations have also shown that training AI/ML models with a mixed dataset can effectively improve model generalization performance. Additionally, fine-tuning can be used to improve generalization performance. However, the performance gain of fine-tuning can vary depending on the factors that impact generalization capability, even if fine-tuning with the same scale of field data. When the source domain and target domain are similar, fine-tuning the AI/ML model with a small amount of field data can approach the ideal positioning performance observed in simulations.
The accuracy of an AI/ML model for positioning improves with a suitable training dataset. Therefore, collecting a diverse set of field data for model training and fine-tuning is ideal when cost and availability are not a concern. However, in scenarios where data is restricted, it is important to determine how many field samples are needed for effective model training and fine-tuning, considering the varying impact of different factors. AI/ML-based positioning relies on learning features from large amounts of data and making inferences based on these features. When applied to wireless communication networks for positioning, an information exchange is necessary to assist entities (UE/PRU/gNB/LMF) in collecting a suitable and balanced dataset from other entities, with data being transferred in the physical or high layer
Proposal 6: RAN1 should specify an information interaction mechanism to assist the entities (UE/PRU/gNB/LMF) in collecting a suitable and balanced dataset from other entities where the data is transferred at the physical layer or higher layer.
4. Reliability enhancement of felid data for model monitoring
To effectively monitor (and train) an AI/ML model for positioning, accurate measurement results and associated ground-truth labels are required. In the case of direct AI/ML positioning, the ground truth labels are the location of the targeted UE. For AI/ML assisted positioning, the ground truth labels are the ideal information of UE measurement/reporting, such as LOS/NLOS identification, RSTD, etc. Obtaining these ground truth labels is crucial, and typically requires non-AI/ML means such as base station or satellite positioning.
Currently, there are numerous positioning methods available, some within the framework of 3GPP and some beyond. Each positioning scheme has its own application scenario with an optimal positioning accuracy. To obtain field data for model monitoring efficiently and accurately, it is essential to select an appropriate scheme based on the condition that triggers the AI/ML model.
In previous meetings, two use cases (direct AI/ML positioning and AI/ML assisted positioning) were agreed upon, and each sub-use case requires UE location (or related) information for monitoring the AI/ML model. Unlike other use cases, it is not possible to monitor the positioning AI/ML model with field data collected offline since it is difficult to match the input (e.g., CIR/PDP) and output (e.g., location) when the UE is in an unpredictable physical environment. Although it is possible to obtain UE location (or related) information from RAT-dependent methods and RAT-independent methods such as OTDOA/Multi-RTT/GNSS, the reliability of model monitoring may be questionable due to the doubtful ground truth. This may be one of the reasons why the AI/ML model is triggered for inferring the UE location or for enhancing the positioning accuracy, unless the reason for triggering the AI/ML model is not due to the unreliability of non-AI model methods.
[image: ]
Figure 1. Relationship between model inference and verification
Observation 1: Indicating the reason for triggering the AI/ML model is beneficial for the entities that collect the field data used to monitor the AI/ML model.
Proposal 7: Provide a mechanism to improve the reliability of model monitoring by requiring the entities that collect field data for AI/ML model positioning to indicate the reason why the AI/ML model was triggered. This information can be used to initiate the appropriate positioning procedure for field data collection, ensuring that the collected data is relevant to the reason for triggering the AI/ML model.

5. Model input and output
The last meeting has also discussed how to identify the input for direct AI/Ml positioning with LMF side model. After several rounds discussion, the final proposal (but not agreed) is:
	Proposal 1-4-1d
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), at least the following type of measurement(s) are identified as candidates providing performance benefits for AI/ML based positioning accuracy enhancement
· Potential new measurement, which contains path timing, power and phase information of the channel response
· FFS potential specification impact of measurement request and report including overhead reduction
· Note: take into account existing Rel-16/17 measurement and/or expected Rel-18 measurement 
· Potential new measurement, which contains path timing and power information of the channel response
· FFS potential specification impact including enhancement to existing measurement report (e.g., RSRPP and timing for multi-path) and/or overhead reduction
· Existing measurement and/or existing measurement report (e.g., RSRPP/RSRP/RSTD/AdditionalPath), which contains path timing or power information of the channel response
· FFS potential specification impact including enhancement to existing measurement report
· Note1: whether such measurement request and report can be applied to other aspects of AI/ML LCM (e.g., monitoring, etc.) and/or for other Cases can also be discussed
· Note2: potential combinations of multiple measurements and/or post processing of the measurement(s) are not precluded


Most companies are fine with the proposal but individual one concerns that the first bullet which contains path timing, power and phase information will cause excessive measurement size since if CIR (which contains both timing of path delay, power of path and phase of path) is identified as the input of AI/ML model, the size of model input is the product of number of TRP, number of ports and number of sample. However, from the simulation result in agenda 9.2.4.1, it can be concluded that even with smaller size of CIR, it can also achieve a more accuracy positioning result compared with current NR RAT-dependent methods. In addition, how to reduce the size of data can be further study in 9.2.4.1.
Proposal 8: Support CIR as the input of AI/ML model for positioning. How to reduce the size of data should be further studied.

6. TBD

7. Conclusion
In this contribution, we discussed the issues of AI/ML for positioning accuracy enhancement. Observation and proposals are summarized as following: 
Observation 1: Indicating the reason for triggering the AI/ML model is beneficial for the entities that collect the field data used to monitor the AI/ML model.
Proposal 1: Collaboration level x is recommended for UE-based positioning with UE-side model (case 1) for both direct AI/ML positioning and AI/ML assisted positioning. This is because collaboration level x is more likely to support the use of AI models, which have the potential to replace traditional position calculation methods and do not require any changes on the network side.
Proposal 2: Collaboration level x and z is recommended for UE-assisted/LMF-based positioning with UE-side model. This is because collaboration level y and collaboration level z enables the LMF to access the information from the AI/ML model on the UE side, which can improve the accuracy of the positioning calculation.
Proposal 3: Collaboration level x, y and z all are suitable for case2b, UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning.
Proposal 4: Collaboration level x, y and z all are suitable for case 3a, NG-RAN node positioning with gNB-side model, AI/ML assisted positioning.
Proposal 5: Collaboration level x, y and z all are suitable for case 3b, NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning.
Proposal 6: RAN1 should specify an information interaction mechanism to assist the entities (UE/PRU/gNB/LMF) in collecting a suitable and balanced dataset from other entities where the data is transferred at the physical layer or higher layer.
Proposal 7: Provide a mechanism to improve the reliability of model monitoring by requiring the entities that collect field data for AI/ML model positioning to indicate the reason why the AI/ML model was triggered. This information can be used to initiate the appropriate positioning procedure for field data collection, ensuring that the collected data is relevant to the reason for triggering the AI/ML model.
Proposal 8: Support CIR as the input of AI/ML model for positioning. How to reduce the size of data should be further studied.
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