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1 Introduction
In RAN1 #112bis meeting, the potential specification impact for the AI-based positioning were discussed including the data collection, performance monitoring and so on. 
In this contribution, we will continue the discussion on the remaining issues of potential specification impact. 
2 Discussion 
2.1 Data collection for model training
In the last meeting, the potential collected information and involved procedure for the AI-based positioning was discussed and the following progress on the data collection was achieved in last meeting. 

	Working Assumption

Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.

· Ground truth label

· At least for model training

· Report from the label data generation entity

· Measurement (corresponding to model input)

· At least for model training

· Report from the measurement data generation entity

· Quality indicator

· For and/or associated with ground truth label and/or measurement at least for model training

· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity

· RS configuration(s)

· At least for deriving measurement

· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP

· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement

· Time stamp

· At least for and/or associated with training data for model training

· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities

· Report from data generation entity together with training data and/or as LMF assistance signaling

· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement

· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection

· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed

· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective




For the label collection, it can be performed via non-NR positioning methods or performed by NR RAT-dependent positioning methods. For the label collection, certain UE capability is required. For the input collection, specific processing is also needed. For example, specific processing is needed to obtain CIR. From this aspect, UE capability related to the input processing should be defined as well. 
Proposal 1: UE capability related to the input collection, label collection should be studied 
During previous meeting, it was agreed that labels are generated by PRU or network entity with known PRU location and leave FFS to the case that labels are generated by UE or network entity by using positioning methods due to potential noise in the labels. We perform simulation to observe the positioning accuracy when different label error setting. it was observed that, if the label error is limited within certain range (e.g., std<0.8 m for truncated Gaussian distribution), the positioning accuracy could also be maintained round 1m. This observation give us the hint that even if training the AI model with noisy label, the positioning accuracy requirement could be maintained. In this case, label collected by UE or network entities by using positioning methods. 
Proposal 2: Consider label collection by UE or network by using positioning methods 
AI model can be trained by 3GPP network entity. Or, the AI model can be trained by  non-3GPP entity e.g., OTT server owned by the UE vendor or chipset vendor.  Since these two cases are possible in the real deployment, then the study of specification impact on data collection in these two cases should be considered. 
· Case 1: Model training on the network 
Considering the input and labels can be collected by UE/PRU or TRP or LMF, the following data collection options are possible 
· Option 1: UE/PRU collect the input and labels 
· Option 2: UE collect the input and the measurement results required for the label generation on the LMF. UE transmit the measurement results to LMF for the label generation. The LMF generate the labels
· Option 3: TRP collect the input and UE/PRU collect the labels

· Option 4: Network entities generate the input and labels 

In option 1, UE/ PRU need to deliver both the collected input and the collected labels together to certain network entity. Then mechanism and signalling to incorporate the input and label should be studied. 

In option 2, input and labels are generated by different nodes. For the delivery of collected data, one solution is UE transmit the collected input to LMF and LMF deliver the input and generated labels to other network entities.  Another solution is UE or TRP transmit the input and LMF transmit the labels independently to the training node. In this case, how to keep the correct mapping between the input and label should be considered. For example, whether timing stamp should be included can be considered. 
In option 3, the possible procedure is UE/PRU transmit the SRS to TRP and the TRP generates the input based on the SRS measurement. When the UE/PRU transmit the SRS, UE/PRU should perform the measurements and/or generate labels at the same time. In this case, mechanism to coordinate the input generation on the TRP side and labels generation on the UE/PRU side may be needed. Similar to option 2 and option 3, delivery of the collected input samples and label samples should be further discussed. One solution is UE/PRU send the collected labels to TPR and TRP send the input and labels together to other network entities. But this solution may have some impact on the user privacy. Another solution is UE/PRU deliver the input and TRP deliver the labels independently. In this case, similar to the situation in option 2 and option 3, correct mapping between the input and labels should be maintained .
In option 4, TRP may be responsible for the input collection, TRP or the LMF could generate the labels. In this case, the configuration of the data collection and the delivery of the collected data happen within the network entities. Little impact on the air interface is foreseen. 

· Case 2: Model training on the UE side/ UE’s external server 

When the AI model is trained on the UE side or UE’s external server. The data collection could initiated by the UE. For the collection of the input and the collection of the labels, the following two options are possible. 
· Option 1: UE collect the input and UE collect the labels 
· Option 2: UE collect the input and LMF collect the labels. For the label collection, UE firstly send the measurement results to LMF and LMF generate the labels based on the measurements.  And then LMF feedback the labels to UE 

In these two options, the data collection initiation, configuration of the PRS and the delivery of the labels in the air interface can be performed based on existing signalling and no specification impact is foreseen. 
Observation 1: The following options of collecting input and labels and corresponding specification impact on the air interface are identified 

· Model training on the network side 
· Option 1: UE/PRU collect the input and labels 

· Potential specification impact on the report the collected input and labels 

· Option 2: UE collect the input .The LMF generate the labels

· Potential specification impact on the report of input 
· Potential specification impact on how to map the input from UE/PRU and labels from LMF 

· Option 3: TRP collect the input and UE/PRU collect the labels

· Potential specification impact on the report of labels 

· Potential specification impact on the mechanism to maintain synchronized operation of input generation and label generation between different nodes

· Option 4: Network entities generate the input and labels
· Little specification impact on the air interface  

· Model training on the UE side 
· Option 1: UE collect the input and UE collect the labels 
· Little specification impact 
· Option 2: UE collect the input and LMF collect the labels.
· Little specification impact 
2.2 Model delivery / Transfer
In the practical application, network could collect huge amount of data samples and have strong power for the calculation. It is feasible for the network entity to train the AI model and then deliver the AI model to the UE side or other network entities.  For the positioning use case, the AI model can be deployed on the UE side, TRP or LMF side. Considering this aspect, the following model delivery scenarios are possible. 

· Scenario 1: Model delivery between CN node (except LMF) and UE

· Scenario 2: Model delivery between LMF and UE

· Scenario 3: Model delivery between gNB and UE

· Scenario 4: Model delivery between CN node (except LMF) and LMF

· Scenario 5: Model delivery between CN node (except LMF) and TRP 

· Scenario 6: Model delivery between LMF and TRP
In the positioning, LMF is one of the most essential network entities. It controls the positioning related procedure the configurations. LPP protocol could enable the direction communication between UE and LMF. NRPPa protocol could establish the connection between the LMF and TRP.  In our understanding, it is straightforward that LMF is responsible for the AI model delivery to UE or TRP. On this basis, it is possible that existing signalling or procedure can be reused or further enhanced with small standardization effort. Considering these aspects, Scenario 2 can be considered as the baseline for the AI model delivery to UE and Scenario 6 could be the baseline for the AI model delivery to TRP. 
Proposal 3: For the AI model delivery to UE, delivering from LMF to UE is considered as the baseline  
2.3 Functionality/model identification 
The following agreement was achieved for the functionality/ model identification 

	Agreement

Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM

· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM

· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification



In the discussion of AI general aspects, concepts of feature, functionality are introduced and the relationship among them are also under discussion. As discussed in our companion contribution[2], we consider one feature refers to one sub-use case. While for the positioning, how to define the sub-use case should be aligned. One possible option is to consider the sub-use cases refer to direct AI-based positioning and indirect AI-based positioning. But for the indirect AI-based positioning, several different cases are included, e.g., ToA prediction, LOS/NLOS classification. Different cases may have different criteria for the functionality or model development. In addition, different procedure or signalling would be involved in different cases.  To facilitate the LCM procedure, it is better to adopt finer granularity for the feature definition in AI-based positioning use case. In our opinion, the feature or sub-use case can be defined based on the output of the AI model(s). For example, for the AI-based ToA prediction could be one AI/ML feature and the AI-based LOS/NLOS classification could be another feature. 
Proposal 4: In AI-based positioning, features are defined from the perspective of output parameters 
Under one specific sub-use case or feature, one or more than one functionalities can be supported. Currently, how to define the functionality is not clear. It is possible to define functionality from the aspects of essential configurations. That is to say if the functionality is only workable under some specific configurations, then functionality can be defined based one or one set of specific configurations. For example, if the AI models can’t support measurement input from arbitrary number of TRPs, then the functionalities can be defined from the configuration of TRPs for positioning. For a given functionality, one or more models can be included. In our understanding, different models could target different scenario e.g., inF-DH, inF-DL or sites. The following example is our preliminary consideration for the feature, functionality and model in AI-based positioning use case 
Example: 
· Feature 1: ToA predication 

· Functionality 1: configuration #1, e.g.,X TRP 

· Model 1: inF DL

· Model 2: InF DH

· … 
· Functionality 2: configuration #2, e.g.,Y TRP
· Model 1: inF DL

· Model 2: InF DH

· …
· Feature 2: LOS/NLOS identification
· Functionality 1: configuration #1, e.g.,X  TRP
· Model 1: inF DL

· Model 2: InF DH

· … 
· Functionality 2: configuration #2, e.g., Y TRP 

· Model 1: inF DL

· Model 2: InF DH

· … 
Proposal 5: Functionalities are defined at least based on the factors which determine whether the functionality is workable or not 
Another essential issue is whether functionality and/or model identification is necessary. In our views, it depends on two aspects, one aspects is whether dedicated configuration or operation is needed for certain functionality. For example, if dedicated configuration of PRS or dedicated signalling is required for one specific functionality, then functionality identification is needed. Another example is if the network is responsible for the performance monitoring of certain functionality, then functionality identification is also needed. 
Observation 2: Whether functionality identification is necessary depends on how the functionality is defined and whether the network want to control the functionality 
2.4 Model inference 

Depending on different AI algorithms, the input of the AI model can be channel impulse response, or RSRP or the RSTD. The detailed input data format may be different among AI models. In addition,  different specification impact for the input/output of inference would be expected for different positioning RS and inference node. And the following progress was made in last meeting for the potential specification impact on the model inference 

	Agreement

Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement

· Types of measurement as model inference input

· new measurement

· existing measurement

· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b

· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)

· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)

· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model

· New and/or enhancement to existing assistance signaling

· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed




In this section, we will further analyse the potential specification impact for the identified cases during previous meeting 
	· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


· For Case 1, Case 2a
In this case, no matter which kind of input format is defined for the AI model, the input can be obtained on UE side. It seems there is no need for the interaction over the air interface. 
As for the output of the AI model, in the direct AI-based solution, it is the position coordinates, UE may need to feedback the positioning related data to network. It seems the existing signalling framework for positioning is sufficient. 

As for the indirect AI-based solution, the output is the intermediate parameter for the positioning. If the output is exiting defined parameter e.g., RSTD, then existing signalling framework for positioning is sufficient. Otherwise, new signalling for the delivery of new parameter type is needed, 
Observation 3: 
· For case 1 , no specification impact over the interface is foreseen for the inference phase
· For case 2a, if the output parameter is exiting defined parameter, then little specification impact is foreseen. Otherwise, signalling to deliver the new parameter is needed 
· For Case 2b
If the positioning RS is DL-PRS, UEs need to feedback the measurement results over the air interface to network. The measurement results could be RSRP. While, for the AI-based positioning, input information could be other measurement factors. For example, the input of the AI model could be the channel impulse response. Thus, some new signalling for the AI model input may be involved. As for the output of the AI model, no matter it is the final position coordinates or certain intermediate parameters for the positioning, it seems there is no need to let UE know this information and then no additional specification is foreseen over the air interface.  

Observation 4: For case 2b, new signalling to feedback the input of the inference may be needed for the inference phase
· For Case3a 
In this case, no matter which kind of input format is defined for the AI model, the input can be obtained on gNB itself. It seems there is no need for the interaction over the air interface.  As for the impact on the signalling between gNB and LMF, it depends on the output parameters. If the output parameter is existing parameters, then little specification is expected. Otherwise, new signalling is required to carry the new parameters 
Observation 5: For case3a
· No specification impact over the interface is foreseen for the inference phase
· Potential specification impact on the interface between gNB and LMF is expected if the output parameter is new parameters
· Case 3b: 
If the positioning RS is UL SRS, similar to the DL-PRS based positioning, new signalling for the AI model input may be necessary. But information exchange only happens among different network nodes, e.g., between gNB and LMF, the impact on the air interface is not expected. 

Observation 6: For Case 3b

· No specification impact over interface is foreseen  for the inference phase

· Specification impact on the input report may be incurred between gNB and LMF

2.5 Performance monitoring 
For the performance monitoring, the following progress was achieved in last meeting. 
	Agreement

Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)

· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring

· Assistance signaling from UE/PRU for network-side model monitoring

· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label

· Provisioning of ground truth label and associated label quality

· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data

· Note1: the measurement(s) may or may not be the same as model input 

· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded




For the AI-based positioning, the ground truth-based performance monitoring is not easy since it is challenge to get the ideal ground truth in most cases. In this case, monitoring the inference performance indirectly by monitoring other parameters e.g., input distribution, output distribution parameters was proposed during last meeting. 
In our view, the inference performance highly depends on the generalization capability of one AI model. If one AI model have excellent generalization capability, then the AI model is robust against various changes. While, on the other hand, there is a trade-off between the generalization capability and the inference accuracy. Sometimes, to pursue better inference accuracy, AI model is only developed for certain specific application condition or specific scenario.  For example, one AI model is only developed for InF-DH scenario or one AI model is only developed by considering very small network synchronization error or only developed for good SINR condition. When the application condition or application scenario changes, the inference accuracy may degrades. In this case, the monitoring of the application condition could be considered as well. 
Proposal 6: The monitor of the application condition or scenario could be considered for the performance monitoring 

For the performance monitoring, it could be separated as several sub-phases, which includes the data collection for performance monitoring, calculating metrics and decision making. Generally, the following entities are possible for each sub-phases. In our view, the entities for these sub-phases could be different. For example, the data collection is performed by UE side while calculating the metrics and making decision is performed by LMF.
· Data collection for performance monitoring 

· UE

· TRP

· LMF

· Metric calculation

· UE

· TRP

· LMF

· Decision making 

· UE

· LMF
As for the potential specification impact, the following aspects are possible and can be further studied 

· Configuration of the performance monitoring, e.g., time occasions to perform the model monitoring 

· Request/report signalling of data collection and/ or metric calculation 

· Assistance signalling and procedure to facilitate the data collection or metric calculation 

· Signalling to inform/report the decision   
Observation 7: 
· The performance monitoring can be separated as data collection, metric calculation and decision making and the following entities are possible 

· Data collection for performance monitoring 

· UE/TRP/LMF

· Metric calculation
· UE/TRP/LMF
· Decision making 

· UE/ LMF
· The following specification impact may be involved 

· Configuration of the performance monitoring, e.g., time occasions to perform the model monitoring 

· Request/report signalling of data collection and/ or metric calculation 

· Assistance signalling and procedure to facilitate the data collection or metric calculation 

· Signalling to inform/report the decision   
2.6 Model activation/deactivation  
For some performance monitoring solution, the metric is certain distribution e.g., SINR distribution within the cell or zone.  Or the metric could apply to a group of UE e.g., network synchronization error. That is to say, the performance monitoring can be carried out per UE group as well. When the performance monitoring is carried out per UE group, then the metric represents the inference performance of one UE group and it is highly possible that the same action would be taken, e.g., AI model activation /deactivation or AI model update for a group of UE. Hence it is more efficient to use group-based signalling or procedure to perform some LCM operation e.g., model switch/activation/deactivation/fallback for a group of UE
Proposal 7: UE group-based LCM operation (e.g., model activation/deactivation/switch) can be considered  
3 Conclusion  
In this contribution, we mainly discussed the potential specification impact in the AI-based positioning use case . Based on the discussion, our views are summarized as follow
Proposal 1: UE capability related to the input collection, label collection should be studied 

Proposal 2: Consider label collection by UE or network by using positioning methods 
Proposal 3: For the AI model delivery to UE, delivering from LMF to UE is considered as the baseline  
Proposal 4: In AI-based positioning, features are defined from the perspective of output parameters 

Proposal 5: Functionalities are defined at least based on the factors which determine whether the functionality is workable or not 

Proposal 6: The monitor of the application condition or scenario could be considered for the performance monitoring 

Proposal 7: UE group-based LCM operation (e.g., model activation/deactivation/switch) can be considered  
Observation 1: The following options of collecting input and labels and corresponding specification impact on the air interface are identified 

· Model training on the network side 

· Option 1: UE/PRU collect the input and labels 

· Potential specification impact on the report the collected input and labels 

· Option 2: UE collect the input .The LMF generate the labels

· Potential specification impact on the report of input 

· Potential specification impact on how to map the input from UE/PRU and labels from LMF 

· Option 3: TRP collect the input and UE/PRU collect the labels

· Potential specification impact on the report of labels 

· Potential specification impact on the mechanism to maintain synchronized operation of input generation and label generation between different nodes

· Option 4: Network entities generate the input and labels

· Little specification impact on the air interface  

· Model training on the UE side 
· Option 1: UE collect the input and UE collect the labels 
· Little specification impact 
· Option 2: UE collect the input and LMF collect the labels.
· Little specification impact 
Observation 2: Whether functionality identification is necessary depends on how the functionality is defined and whether the network want to control the functionality 

Observation 3: 

· For case 1 , no specification impact over the interface is foreseen for the inference phase
· For case 2a, if the output parameter is exiting defined parameter, then little specification impact is foreseen. Otherwise, signalling to deliver the new parameter is needed 
Observation 4: For case 2b, new signalling to feedback the input of the inference may be needed for the inference phase
Observation 5: For case3a

· No specification impact over the interface is foreseen for the inference phase
· Potential specification impact on the interface between gNB and LMF is expected if the output parameter is new parameters
Observation 6: For Case 3b

· No specification impact over interface is foreseen  for the inference phase

· Specification impact on the input report may be incurred between gNB and LMF

Observation 7: 

· The performance monitoring can be separated as data collection, metric calculation and decision making and the following entities are possible 

· Data collection for performance monitoring 

· UE/TRP/LMF

· Metric calculation
· UE/TRP/LMF
· Decision making 

· UE/ LMF
· The following specification impact may be involved 

· Configuration of the performance monitoring, e.g., time occasions to perform the model monitoring 

· Request/report signalling of data collection and/ or metric calculation 

· Assistance signalling and procedure to facilitate the data collection or metric calculation 

· Signalling to inform/report the decision   
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