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Introduction
In RAN1 #112b, the following agreements on evaluation of AI/ML based positioning have been achieved.
	Agreement
For evaluation of both the direct AI/ML positioning and AI/ML assisted positioning, company optionally adopt delay profile (DP) as a type of information for model input.
· DP is a degenerated version of PDP, where the path power is not provided.



Agreement
For the evaluation of AI/ML based positioning, the study of model input due to different number of TRPs include the following approaches. Proponent of each approach provide analysis for model performance, signaling overhead (including training data collection and model inference), model complexity and computational complexity.
· Approach 1: Model input size stays constant as NTRP=18. The number of TRPs (N’TRP) that provide measurements to model input varies. When N’TRP < NTRP, the remaining (NTRP  N’TRP) TRPs do not provide measurements to model input, i.e., measurement value is set to 0.
· Approach 1-A. The set of TRPs (N’TRP) that provide measurements is fixed.
· Approach 1-B. The set of TRPs (N’TRP) that provide measurements can change dynamically.
· Note: for Approach 1, one model is provided to cover the entire evaluation area.
· Approach 2: The TRP dimension of model input is equal to the number of TRPs (N’TRP) that provide measurements as model input. When N’TRP < NTRP, the remaining (NTRP  N’TRP) TRPs are ignored by the given model. For a given AI/ML model, the set of TRPs (N’TRP) that provide measurements is fixed. 
· For Approach 2: one model can be provided to cover the entire evaluation area, which is equivalent to deploying N’TRP TRPs in the evaluation area for positioning if ignoring the potential inference from the remaining (18  N’TRP) TRPs.
· For Approach 2, if Nmodel (Nmodel >1) models are provided to cover the entire evaluation area, the total complexity (model complexity is the summation of the Nmodel models.

Agreement
In the evaluation of AI/ML based positioning, if N’TRP<18, the set of N’TRP TRPs that provide measurements to model input of an AI/ML model are reported using the TRP indices shown below.
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Agreement
For AI/ML assisted positioning with TOA as model output, study the impact of labelling error to TOA accuracy and/or positioning accuracy.
· The ground truth label error of TOA is calculated based on location error. The location error in each dimension of x-axis and y-axis can be modelled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range. 
· Value L is up to sources.
· Other models of labelling error are not precluded
· Other timing information, e.g., RSTD, as model output is not precluded.

Agreement
[bookmark: _Hlk132894047]For AI/ML assisted positioning with LOS/NLOS indicator as model output, study the impact of labelling error to LOS/NLOS indicator accuracy and/or positioning accuracy.
· The ground truth label error of LOS/NLOS indicator can be modelled as m% LOS label error and n% NLOS label error.
· Value m and n are up to sources.
· Companies consider at least hard-value LOS/NLOS indicator as model output.



Agreement
For the evaluation of AI/ML based positioning method, the measurement size and signalling overhead for the model input is reported. 

Observation
For AI/ML based positioning method, companies have submitted evaluation results to show that for their evaluated cases, for a given company’s model design, a lower complexity (model complexity and computational complexity) model can still achieve acceptable positioning accuracy (e.g., <1m), albeit degraded, when compared to a higher complexity model. 
Note: For easy reference, sources include CMCC (R1-2303228), InterDigital (R1-2303450), Ericsson (R1-2302335), Huawei/HiSilicon (R1-2302362), CATT (R1-2302699), Nokia (R1-2302632).

Observation
For direct AI/ML positioning, for L in the range of 0.25m to 5m, the positioning error increases approximately in proportion to L, where L (in meters) is the standard deviation of truncated Gaussian Distribution of the ground truth label error.  


Observation 
For AI/ML assisted positioning, evaluation results have been provided by sources for label-based model monitoring methods. With TOA and/or LOS/NLOS indicator as model output, the estimated ground truth label (i.e., TOA and/or LOS/NLOS indicator) is provided by the location estimation from the associated conventional positioning method. The associated conventional positioning method refers to the method which utilizes the AI/ML model output to determine target UE location. 
Note: Sources include vivo (R1-2302481), MediaTek (R1-2303340), Ericsson (R1-2302335)


Observation
For both direct AI/ML and AI/ML assisted positioning, evaluation results have been provided by sources to demonstrate the feasibility of label-free model monitoring methods.
Note: Sources include vivo (R1-2302481), CATT (R1-2302699), MediaTek (R1-2303340), Ericsson (R1-2302335), Nokia (R1-2302632).


Observation
For both direct AI/ML and AI/ML assisted positioning, evaluation results submitted to RAN1#112bis show that with CIR model input for a trained model,
· For two SNR/SINR values S1 (dB) and S2 (dB), S1>=S2 + 15 dB,  positioning error of a model trained with data of S1 (dB) and tested with data of S2 (dB) is more than 5.75 times that of the model trained and tested with data of S1 (dB).
· For two SNR/SINR values S1 (dB) and S2 (dB), S1<=S2 – 10 dB, the generalization performance of a model trained with data of S1 (dB) and tested with data of S2 (dB) is better than the performance of a model trained with data of S2 (dB) and tested with data of S1 (dB). Positioning error of a model trained with data of S2 (dB) and tested with data of S1 (dB) is more than 2.97 times that of the model trained with data of S1 (dB) and tested with data of S2 (dB).
Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.


Observation
For direct AI/ML positioning, based on evaluation results of timing error in the range of 0-50 ns, when the model is trained by a dataset with UE/gNB RX and TX timing error t1 (ns) and tested in a deployment scenario with UE/gNB RX and TX timing error t2 (ns), for a given t1,
· For a case evaluated by a given source, the positioning accuracy of cases with t2 smaller than t1 is better than the cases with t2 equal to t1. For example,
· For the case of (t1, t2)=(50ns, 30ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(50ns, 30ns) is 0.82~0.86 times that of (t1, t2)=(50ns, 50ns).
· For the case of (t1, t2)=(50ns, 0ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(50ns, 0ns) is 0.80~0.82 times that of (t1, t2)=(50ns, 50ns).
· For a case evaluated by a given source, the positioning accuracy of cases with t2 greater than t1 is worse than the cases with t2 equal to t1. The larger the difference between t1 and t2, the more the degradation. For example,
· For the case of (t1, t2)=(0ns, 10ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(0ns, 10ns) is 1.25~18.7 times that of (t1, t2)=(0ns, 0ns).
· For the case of (t1, t2)=(0ns, 50ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(0ns, 50ns) is 3.5~18.3 times that of (t1, t2)=(0ns, 0ns).
Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.

Observation
For direct AI/ML positioning, based on evaluation results of network synchronization error in the range of 0-50 ns, when the model is trained by a dataset with network synchronization error t1 (ns) and tested in a deployment scenario with network synchronization error t2 (ns), for a given t1,
· For a case evaluated by a given source, the positioning accuracy of cases with t2 smaller than t1 is better than the cases with t2 equal to t1. For example,
· For the case of (t1, t2)=(50ns, 10ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(50ns, 10ns) is 0.74~0.83 times that of (t1, t2)=(50ns, 50ns).
· For the case of (t1, t2)=(50ns, 0ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(50ns, 0ns) is 0.73~0.82 times that of (t1, t2)=(50ns, 50ns).
· For a case evaluated by a given source, the positioning accuracy of cases with t2 greater than t1 is worse than the cases with t2 equal to t1. The larger the difference between t1 and t2, the more the degradation. For example,
· For the case of (t1, t2)=(0ns, 10ns), evaluation results submitted to RAN1#112bis show the positioning error of (0ns, 10ns) is 1.17~9.5 times that of (0ns, 0ns).
· For the case of (t1, t2)=(0ns, 50ns), evaluation results submitted to RAN1#112bis show the positioning error of (0ns, 50ns) is 10~40 times that of (0ns, 0ns).
Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.




In this contribution, we provide some discussion on evaluation of AI/ML based positioning.
Discussion
In RAN1 #110b, the following agreement on the input of ML based positioning was achieved.
	Agreement
For the model input used in evalutions of AI/ML based positioning, if time-domain channel impulse response (CIR) or power delay profile (PDP) is used as model input in the evaluation, companies report the input dimension NTRP * Nport * Nt, where NTRP is the number of TRPs, Nport is the number of transmit/receive antenna port pairs, Nt is the number of time domain samples. 
· Note: CIR and PDP may have different dimensions. 
· Note: Companies provide details on their assumption on how PDP is constructed and how (if applicable) it is mapped to Nt samples.




In RAN1 #111, the following agreement on the input of ML based positioning was achieved.
	Agreement
For reporting the model input dimension NTRP * Nport * Nt of CIR and PDP, Nt refers to the first Nt consecutive time domain samples.
· If N’t (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒ N’t) time domain samples set to zero, then companies report value N’t in addition to Nt. It is also assumed that timing info for the N’t samples need to be provided as model input.




It is clarified that the CIR/PDP should be derived based on the Nt consecutive time-domain samples from Nport Tx/Rx antenna port pairs from NTRP TRPs. Usually, the number of Rx ports should be transparent. Thus, the UE should not be required to disclose the number of Rx parts. In addition, the UEs may have different orientation, which could create different “best Rx direction” even for the UEs with the same location. Such information would potentially increase the prediction error. Therefore, the further study on CIR/PDP as input should be based on the number of Tx ports, and the performance for the following Rx schemes can be further studied:
· Rx Scheme 1: The CIR/PDP is measured from the Rx port with the strongest RSRP
· Rx Scheme 2: The CIR/PDP is averaged over all the Rx ports
In addition, another aspect is impact from different quantization schemes for the CIR/PDP. The CIR/PDP may be quantized based on several DFT bases or DCT bases. Usually, DCT based approach could provide a better performance with regard to the quantization error and report overhead. It is necessary to study the quantization impact on the CIR/PDP based on DFT bases and DCT bases.
In addition, with regard to possible channel estimation errors for the CIRs/PDPs, the L1-SINR for each CIR/PDP can be considered as part of the input. Then the CIR/PDP with a better L1-SINR may be prioritized in the AI/ML, so that the CIR/PDP with more channel estimation error can be deprioritized, and the impact from channel estimation error can be reduced.

Proposal 1: For CIR/PDP based model input, study the impact from the following Rx schemes 
· Rx Scheme 1: The CIR/PDP is measured from the Rx port with the strongest RSRP
· Rx Scheme 2: The CIR/PDP is averaged over all the Rx ports
Proposal 2: For CIR/PDP based model input, study at least the following options for CIR/PDP quantization:
· Option 1: The CIR/PDP is quantized based on several DFT bases
· Option 2: The CIR/PDP is quantized based on several DCT bases
Proposal 3: Study to use L1-SINR from each cell in addition to the CIR/PDP as the input to reflect the potential channel estimation accuracy for the CIR/PDP.
Conclusion
In this contribution, we provided discussion on evaluation of AI/ML based positioning. Based on the discussion, the following proposals have been achieved.
Proposal 1: For CIR/PDP based model input, study the impact from the following Rx schemes 
· Rx Scheme 1: The CIR/PDP is measured from the Rx port with the strongest RSRP
· Rx Scheme 2: The CIR/PDP is averaged over all the Rx ports
Proposal 2: For CIR/PDP based model input, study at least the following options for CIR/PDP quantization:
· Option 1: The CIR/PDP is quantized based on several DFT bases
· Option 2: The CIR/PDP is quantized based on several DCT bases
Proposal 3: Study to use L1-SINR from each cell in addition to the CIR/PDP as the input to reflect the potential channel estimation accuracy for the CIR/PDP.
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