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Introduction
In RAN1 #112b, the following agreements on general aspects of AI/ML Framework have been achieved.
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Working Assumption
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


 
Working Assumption
	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation







In this contribution, we provide some discussion on general aspects of AI/ML framework.
AI/ML Life Cycle Management
Model inference operation
For 1-side mode, there can be two cases: one is that the model inference is in the same side as the model training; the other is that the model inference is in a different side from the model training. For the second case, AI/ML model transfer could be necessary, which could require more overhead compared to the first case. Thus, Rel-18 should focus on the first case. For 2-side mode, the model inference should be performed in both NW and UE sides separately. There should be no other cases.
Another aspect for model inference operation is to consider the UE complexity for parallel model inference. A UE may be configured with multiple reports for one or more than one use cases simultaneously. For example, a UE may be configured with multiple ML based CSI reports based on different CMRs, which requires the UE to perform the model inference operation simultaneously. Further, a UE may also be configured to perform ML based CSI report and ML based beam report. Thus, parallel model inference for the same or different AI/ML models should be studied.
Proposal 1: For 1-side mode, Rel-18 should focus on the scenario that the model inference and training are in the same side.
Proposal 2: Study parallel model inference based on the same or different AI/ML models.

Model selection/activation/deactivation/switching/fallback operation 
The model selection/switching should be applicable to the case when more than one AI/ML models are configured, defined or activated. For 1-side mode, if the model training and inference are in the same side, transparent model selection/switching should be sufficient. For 2-side mode, such model selection/switching could be necessary. The typical use case for the 2-side mode is CSI compression. Several models may be preconfigured for different scenarios or different performance (compression ratio). For models for different scenarios, the model can be selected by the NW. But for models with different performance, the model can be selected by the UE.  The UE may report the CSI with a model with proper compression ratio that can fit for the payload size restriction to avoid CSI omission.
The model activation/deactivation/fallback operation can be performed more dynamically. If the NW identifies an AI/ML model cannot work well based on model monitoring, it can deactivate the AI/ML model and fallback to non-ML based solution.  If the NW identifies an AI/ML model works better than non-ML based solution, it can activate the AI/ML model. As the performance for the AI/ML model could change quickly, which may depend on the channel condition, it is better to consider some lower layer signaling, e.g., MAC CE, for model activation/deactivation/fallback operation.
Proposal 3: For 1-side mode, the model selection/switching could be transparent.
Proposal 4: For 2-side mode, the model selection/switching can be configured by the NW or reported by the UE
Proposal 5: Consider to use lower layer signaling, e.g., MAC CE, for model activation/deactivation/fallback operation.

Model transfer and update
In RAN1 #109, the following conclusion has been achieved, where it is not expected to specify any AI/ML models.  Thus, for model transfer, the signaling would not be designed particularly based on one or s set of AI/ML models.
	Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.



Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized. One possible way for model transfer is to introduce some reserved bits in RRC signaling for model downloading or UE capability signaling for model uploading. The interpretation of such reserved bits could be handled through IODT. For each use case, it is possible that more than one models may be configured, and one or more than one models may be activated. For example, for CSI compression, it is possible that multiple models could be configured and activated, where each model correspond to one rank.  
Proposal 6: Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized.
UE capability
The AI/ML based operation may require UE to perform inference. A high-performance UE may use dedicated hardware, neural processing unit (NPU), to process the inference. However, a low-performance UE may use general processing unit (GPU) to handle such operation. The high-performance UE may be able to proceed the inference with a short processing delay, but it may not be able to process multiple AI/ML operations simultaneously since the number of NPUs could be limited. The low-performance UE may be able to process multiple AI/ML operations as it does for non-AI/ML based operations, e.g. CSI report with multiple CPUs. However, the low-performance UE may not be able to proceed the AI/ML based operation with a small delay. Thus, for AI/ML based operation, the following UE types should be considered:
· Type 1 UE (low performance UE): AI/ML based operation is based on general processing unit (GPU)
· Type 2 UE (high performance UE): AI/ML based operation can be based on neural processing unit (NPU)

Proposal 7: For AI/ML based operation, the following UE types should be considered:
· Type 1 UE (low performance UE): AI/ML based operation is based on general processing unit (GPU)
· Type 2 UE (high performance UE): AI/ML based operation can be based on neural processing unit (NPU)

Model Monitoring
In previous meetings, the following on model monitoring was agreed.
	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
iii. Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
iv. Overhead (e.g., signaling overhead associated with model monitoring)
v. Complexity (e.g., computation and memory cost for model monitoring)
vi. Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
vii. FFS: Power consumption
viii. Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures




The definition of model monitoring is agreed to be as follows:
	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model



Currently the model monitoring procedure is still unclear. The following key issues should be studied:
· Issue #1: How often a model monitoring instance is needed? 
· Issue #2: What is the assumption after identifying the model performance for a prediction fails behind a KPI?

For issue #1, there can be the following options:
· Option 1: The model monitoring is performed based on the similar periodicity as RLM/BFD, e.g., every N ms.
· Option 2: The model monitoring is performed with a larger periodicity, e.g., every N second 
· Option 3: The model monitoring is performed after each prediction.
Such model monitoring periodicity could be useful to identify the actual overhead for AI/ML. For example, if the model monitoring requires the UE to report CSI for model monitoring frequently, such overhead should still be counted for AI/ML. If the model monitoring periodicity is large, it should be studied whether there could be certain performance loss with such high-periodicity based model monitoring. Option 1 and 2 may be used for the use cases where the KPI is hard to be achieved, e.g., CSI compression, but option 3 may be used where the KPI can be easy to be achieved, e.g., temporal beam prediction.

For issue #2, usually, there can be the following options:
· Option 1: The model is assumed to be “invalid” for further communication
· Option 2: The detected prediction instance could be “invalid”, but the model may still be used for further communication
The two options above could be used to define the whole procedure for the model monitoring. But the two options could lead to different model monitoring procedures. Therefore, the outcome of a model performance prediction failure detection should be clarified.

Proposal 8: For model monitoring interval, study the following options:
· Option 1: The model monitoring is performed based on the similar periodicity as RLM/BFD, e.g., every N ms.
· Option 2: The model monitoring is performed with a larger periodicity, e.g., every N second 
· Option 3: The model monitoring is performed after each prediction.

Proposal 9: After a detection of the performance failure for a prediction based on a AI/ML model, study the following options:
· Option 1: The model is assumed to be “invalid” for further communication
· Option 2: The detected prediction instance could be “invalid”, but the model may still be used for further communication
Conclusion
In this contribution, we provided discussion on general aspects of AI/ML. Based on the discussion, the following proposals have been achieved.
Proposal 1: For 1-side mode, Rel-18 should focus on the scenario that the model inference and training are in the same side.
Proposal 2: Study parallel model inference based on the same or different AI/ML models.
Proposal 3: For 1-side mode, the model selection/switching could be transparent.
Proposal 4: For 2-side mode, the model selection/switching can be configured by the NW or reported by the UE
Proposal 5: Consider to use lower layer signaling, e.g., MAC CE, for model activation/deactivation/fallback operation.
Proposal 6: Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized.
Proposal 7: For AI/ML based operation, the following UE types should be considered:
· Type 1 UE (low performance UE): AI/ML based operation is based on general processing unit (GPU)
· Type 2 UE (high performance UE): AI/ML based operation can be based on neural processing unit (NPU)
Proposal 8: For model monitoring interval, study the following options:
· Option 1: The model monitoring is performed based on the similar periodicity as RLM/BFD, e.g., every N ms.
· Option 2: The model monitoring is performed with a larger periodicity, e.g., every N second 
· Option 3: The model monitoring is performed after each prediction.

Proposal 9: After a detection of the performance failure for a prediction based on a AI/ML model, study the following options:
· Option 1: The model is assumed to be “invalid” for further communication
· Option 2: The detected prediction instance could be “invalid”, but the model may still be used for further communication


