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[bookmark: _Toc117842887][bookmark: _Toc118467378][bookmark: _Toc127537878][bookmark: _Toc131603346][bookmark: _Toc135043530]1	Introduction
The Rel-18 study item on evolution of NR duplex operation contains the following list of objectives related to both sub-band non-overlapping full duplex (SBFD) and dynamic TDD, with the RAN1 objectives highlighted in yellow.The objective of this study is to identify and evaluate the potential enhancements to support duplex evolution for NR TDD in unpaired spectrum.

In this study, the followings are assumed:
Duplex enhancement at the gNB side
Half duplex operation at the UE side
No restriction on frequency ranges

The detailed objectives are as follows:
Identify applicable and relevant deployment scenarios (RAN1).
Develop evaluation methodology for duplex enhancement (RAN1).
[bookmark: _Hlk89796625]Study the sub-band non-overlapping full duplex and potential enhancements on dynamic/flexible TDD (RAN1, RAN4).
Identify possible schemes and evaluate their feasibility and performances (RAN1).
Study inter-gNB and inter-UE CLI handling and identify solutions to manage them (RAN1). 
Consider intra-sub-band CLI and inter-sub-band CLI in case of the sub-band non-overlapping full duplex.
Study the performance of the identified schemes as well as the impact on legacy operation assuming their co-existence in co-channel and adjacent channels (RAN1).
Study the feasibility of and impact on RF requirements considering adjacent-channel co-existence with the legacy operation (RAN4).
Study the feasibility of and impact on RF requirements considering the self-interference, the inter-sub-band CLI, and the inter-operator CLI at gNB and the inter-sub-band CLI and inter-operator CLI at UE (RAN4).
Note: RAN4 should be involved early to provide necessary information to RAN1 as needed and to study the feasibility aspects due to high impact in antenna/RF and algorithm design, which include antenna isolation, TX IM suppression in the RX part, filtering and digital interference suppression.
Summarize the regulatory aspects that have to be considered for deploying the identified duplex enhancements in TDD unpaired spectrum (RAN4).

Note: For potential enhancements on dynamic/flexible TDD, utilize the outcome of discussion in Rel-15 and Rel-16 while avoiding the repetition of the same discussion. 

In this paper, we address the following aspects of the SID in the context of both SBFD and dynamic TDD:
· Deployment scenarios
· Evaluation methodology
· Including radio and antenna modelling aspects
· Performance evaluation results at both link level and system level

[bookmark: _Ref178064866][bookmark: _Toc117842888][bookmark: _Toc118467379][bookmark: _Toc127537879][bookmark: _Toc131603347][bookmark: _Toc135043531]2	Methodology for gNB TX and RX modelling for SBFD self-interference mitigation study 
For supporting legacy UE, the carrier bandwidth (BW) must be one of the existing BW provided in RAN4 spec TS 38.104. It is also beneficial to have the UL subband BW being one of the existing BW. This could be beneficial in terms of sourcing hardware components to support SBFD. It can also be beneficial in terms of reusing existing L1/L2 specs and procedures if the UL subband BW conforms with one of the existing BW. On the other hand, there is no need for the BWs of the DL subbands to be anything special. The full carrier BW is available to the gNB and the gNB simply needs to avoid transmitting DL signals in the UL subband during a mixed direction slot. For instance, if a DL-UL-DL (DUD) SBFD subband configuration is considered, a PDCCH or a PDSCH can use resources from both DL subbands. 
[bookmark: _Toc115420052][bookmark: _Toc115421584][bookmark: _Toc115426233][bookmark: _Toc115426423][bookmark: _Toc115432684][bookmark: _Toc115432749][bookmark: _Toc115434253][bookmark: _Toc115457213][bookmark: _Toc115457291][bookmark: _Toc127537974][bookmark: _Toc135043673]A SBFD carrier shall have a carrier BW and a UL subband BW consistent with one of the existing supported carrier BW in RAN4 specs.
Following the above SBFD carrier configuration principle, we consider the following two SBFD carrier examples for FR1 and FR2, respectively.
· FR1 SBFD structure example: a 30 kHz SCS 100 MHz carrier (273 available RBs) split for SBFD DUD configuration as 40-20-40 MHz.
· RB split: 106(DL) – 5 (ISGB) – 51 (UL) – 5 (ISGB) – 106(DL)
· 51 RBs for 30 kHz SCS is an existing UL transmission BW configuration in FR1
· The inter-subband guard band (ISGB): ≥ (defined minimum GB for 20 MHz + defined minimum GB for 40 MHz)
· FR2 SBFD structure example: a 120 kHz SCS 200 MHz carrier (132 available RBs) split for SBFD DUD configuration as 75-50-75 MHz.
· RB split: 47(DL) – 3 (ISGB) – 32 (UL) – 3 (ISGB) – 47 (DL)
· 32 RBs for 120 kHz SCS is an existing UL transmission BW configuration in FR2
· The ISGB ≥ (defined minimum GB for 50 MHz + estimated minimum GB for 75 MHz)
The FR1 and FR2 SBFD structure examples are illustrated in Figure 1 and Figure 2, respectively. CEGB in the figures corresponds to channel edge guard band.
[image: ]
[bookmark: _Ref115184329]Figure 1: Example FR1 SBFD DUD carrier structure
[image: ]
[bookmark: _Ref115184333]Figure 2: Example FR2 SBFD DUD carrier structure
[bookmark: _Toc117842889][bookmark: _Toc118467380][bookmark: _Toc127537880][bookmark: _Toc131603348][bookmark: _Toc135043532]2.1	Examples of gNB Transmitter Modeling 
Representing the various non-linearities in the transmit chain faithfully is essential to studying the impact of gNB self-interference cancellation as well as gNB-gNB cross link interference (CLI) for both SBFD and dynamic TDD. This is vital since both intra-operator and inter-operator CLI is due to spectral leakage, both inter-sub-band and inter-channel, due to these non-linearities. In this section we propose a generic modelling approach that can be used for both link-level and system-level evaluations. From this foundation, additional details, and modelling of other transmitter components such as the DAC noises and phase noises can be further incorporated if needed.

 [image: ]
Figure 3: Summary of initial example of FR1 gNB transmitter modeling.
[bookmark: _Toc117842890][bookmark: _Toc118467381][bookmark: _Toc127537881][bookmark: _Toc131603349][bookmark: _Toc135043533]2.1.1	FR1 Power amplifier, digital predistortion (DPD) and net effect modelling

TR 38.803 Annex A lists several PA models suitable for link level studies. For instance, the input, , and output, , relationship of a memory PA can be characterized by a generalized memory polynomial (GMP):

An example model for commercially available GaAs PA for ~2 GHz was given in TR 38.803 Annex A with , , , and . The total number of parameters is hence . Its AM-AM and AM-PM responses are given in TR 38.803 and copied in Figure 4 for ease of reference. 
[image: ][image: ]
		(a) AM-AM characteristic						(b) AM-PM characteristic
[bookmark: _Ref101535019]Figure 4: Characteristics of ~2 GHz GaAs PA (copied from TR 38.803). 
The expected input sampling rate is 307.2 MHz for the PA model parameters given in TR 38.803. To apply this model to an NR signal of 100 MHz with a sampling rate of 491.52 MHz (corresponds to four times oversampling of a NR OFDM signal with 30 kHz subcarrier spacing and 4096-point DFT size, i.e., 491.52 MHz  kHz), new PA model parameters need to be derived. The corresponding derived sets of parameters  and  are provided in Annex A.1 below. The total number of parameters is 56, which is same as those for the PA model in TR 38.803.
It is well known that the nonlinear responses of the PA can generate substantial out-of-band emissions. To mitigate these issues while maintaining PA output efficiency, several common practices are adopted in a typical modern base station. 
1. A DPD is designed to pre-process the input signals to the PA to linearize the net responses of going through both DPD and PA.
2. CFR techniques are deployed to increase PA power efficiency.
The input/output relationship of a DPD can also be described by a GMP:

For the above PA, a DPD with  and  can be designed to satisfy the base station ACLR requirements. The complete set of parameters  is provided in Annex A.2 below. The AM-AM response of passing through both DPD and PA is shown in Figure 5, where the DPD and PA are modelled separately. Comparing to the AM-AM response shown in Figure 4, it can be observed that the PA has become substantially linearized by use of a DPD. Note that to compensate for the PA’s compression of the input signal for normalized input powers close to 1 as shown in Figure 4, the DPD expands the input signal. The DPD correspondingly can linearize input magnitude of at most around -2 dB relative to the peak magnitude of 1.


 [image: ] 	
[bookmark: _Ref101534990]Figure 5: AM-AM characteristics of explicit and net effect modelling of DPD and PA.
One can observe that it may not be necessary or desirable to perform simulations using separate models for the DPD and PA in the link level studies. This is because what matters to the ACLR, and leakage issue is the fidelity and representativeness of the net effect of both devices rather than those of the individual devices. Further, specific PA and DPD implementations may vary significantly from company to company. However, what can be common is that all these implementations are careful trade-offs of complexity/costs/compliance. Hence, it may be more feasible for RAN1 to agree on a net effect model that captures the essential behaviors of a DPD and PA combination with compliance to the base station ACLR requirements.
Since DPD is designed to linearize a nonlinear PA, the net effect of both devices is substantially more linear as discussed in the above. That is, such net effect can also be captured by a GMP model as

with fewer parameters than those for the PA alone. This can be quite beneficial to speeding up link level simulations. For instance, we found the net effect can be captured with the  and  and the complete set of 40 parameters  is provided in Annex A.3 below. The AM-AM response of the net effect model is also shown in Figure 5. It can be observed that the (one-step) net effect model captures the behaviors of passing through the DPD and the PA quite well.
[bookmark: _Toc111145909][bookmark: _Toc115457192][bookmark: _Toc127537945][bookmark: _Toc135043643]It is not necessary to perform link level simulations using separate models for DPD and PA.
[bookmark: _Toc102127479][bookmark: _Toc102127699][bookmark: _Toc102143744][bookmark: _Toc102143765][bookmark: _Toc102151259][bookmark: _Toc102155498][bookmark: _Toc102159324][bookmark: _Toc102159445][bookmark: _Toc102172296][bookmark: _Toc102172344][bookmark: _Toc102172709][bookmark: _Toc102173917][bookmark: _Toc108098329][bookmark: _Toc110462279][bookmark: _Toc111041805][bookmark: _Toc111143017][bookmark: _Toc111143049][bookmark: _Toc111143081][bookmark: _Toc111143176][bookmark: _Toc111145931][bookmark: _Toc111194299][bookmark: _Toc111229192][bookmark: _Toc111235462][bookmark: _Toc111244855][bookmark: _Toc111245620][bookmark: _Toc111213703][bookmark: _Toc111213737][bookmark: _Toc111213771][bookmark: _Toc115258470][bookmark: _Toc115420053][bookmark: _Toc115421585][bookmark: _Toc115426234][bookmark: _Toc115426424][bookmark: _Toc115432685][bookmark: _Toc115432750][bookmark: _Toc115434254][bookmark: _Toc115457214][bookmark: _Toc115457292][bookmark: _Toc127537975][bookmark: _Hlk102061643][bookmark: _Toc135043674]Adopt a net effect model for link-level simulations that captures the essential behaviors of a realistic DPD and PA combination with compliance to the base station ACLR requirements. This requires input from RAN4.
[bookmark: _Toc118467382][bookmark: _Toc127537882][bookmark: _Toc131603350][bookmark: _Toc135043534]2.1.2	FR1 Crest factor reduction (CFR)
It is well known the OFDM signal can be approximately viewed as a zero-mean complex Gaussian signal for which the magnitude follows a Rayleigh distribution:

The peak power to average power ratio (PAPR) of an example OFDM signal is shown in Figure 6(a) and is used as an illustration to demonstrate the effects of the models to be discussed below. It can be observed that the PAPR is around 9.5 dB as expected (measured at CCDF value 10-4).
[image: ] [image: ]   
(a) PAPR of OFDM signal			(b) PAPR of CFR processed OFDM signal
[bookmark: _Ref101797075]Figure 6: Example of PAPR of OFDM signal without or with CFR processing.
With such characteristics, inputs with large magnitudes to the DPD and PA (or their equivalent net effect) models can still drive into the nonlinear region and cause substantial out-of-band emissions due to the long tail of the Rayleigh distribution. One approach to avoid these issues is to back off the input signal power such that the probability of unacceptably large magnitude becomes negligible. This however comes at substantial reduction of the transmit power. For instance, if the signal is scaled such that the mean sample power to the DPD and PA is around -12.7 dB, the spectra of such a signal going through the different models discussed in the above can be observed in Figure 7. The ACLR of this power back off approach will indeed satisfy the base station ACLR requirements, but with an unacceptable cost in amplifier efficiency.
[image: ] 
[bookmark: _Ref101537669]Figure 7: Example of spectra of OFDM signals with power back-off (mean sample power = -12.7 dB).
A better approach, which is used in practice, is to suppress the PAPR of the OFDM signal to control the probability of unacceptably large magnitudes. A simple single-stage CFR model can be as follows:
· Apply hard clipper on the signal:

where, for an example of clipping at 5.7 dB PAPR, the parameter . CFR, regardless of the exact approach used, generates both distortions to the signal and out-of-band emissions as shown in Figure 8. It is therefore necessary to apply filtering after the hard clipper to suppress the out-of-band emissions.
· Apply bandpass filter with, e.g., 25 dB stop band suppression, on the hard clipper output as shown in Figure 8.
A simple single-stage CFR would facilitate the modelling and selection of algorithms while it provides necessary characteristics of the distortion which is induced in UL PRBs which needs to be considered when additional possible cancellation schemes are considered.
After applying the CFR processing, the PAPR of the OFDM signal is reduced to around 7.9 dB (measured at CCDF value 10-4) as shown in Figure 6(b). The error vector magnitude (EVM) for the OFDM signal after CFR is roughly 3%, where EVM is a measure of in-band distortion.
 [image: ] 
[bookmark: _Ref101538652]Figure 8: Example of spectra of OFDM signals before, during and after CFR processing.
The benefits of such CFR processing become clear when comparing the CFR processed example shown in Figure 9 with the power back-off example shown in Figure 7. With CFR processing, it is now possible to raise the input signal power to -10.9 dB, which represents a transmit power gain of almost 2 dB compared to the previous example – a significant increase. The ACLR of this CFR processed example will satisfy the base station ACLR requirements (see purple curve in Figure 9).
[bookmark: _Hlk102041187][image: ] 
[bookmark: _Ref101539467][bookmark: _Hlk102061654]Figure 9: Example of spectra of OFDM signals with CFR processing (mean sample power = -10.9 dB).

[bookmark: _Toc102127480][bookmark: _Toc102127700][bookmark: _Toc102143745][bookmark: _Toc102143766][bookmark: _Toc102151260][bookmark: _Toc102155499][bookmark: _Toc102159325][bookmark: _Toc102159446][bookmark: _Toc102172297][bookmark: _Toc102172345][bookmark: _Toc102172710][bookmark: _Toc102173918][bookmark: _Toc108098330][bookmark: _Toc110462280][bookmark: _Toc111041806][bookmark: _Toc111143018][bookmark: _Toc111143050][bookmark: _Toc111143082][bookmark: _Toc111143177][bookmark: _Toc111145932][bookmark: _Toc111194300][bookmark: _Toc111229193][bookmark: _Toc111235463][bookmark: _Toc111244856][bookmark: _Toc111245621][bookmark: _Toc111213704][bookmark: _Toc111213738][bookmark: _Toc111213772][bookmark: _Toc115258471][bookmark: _Toc115420054][bookmark: _Toc115421586][bookmark: _Toc115426235][bookmark: _Toc115426425][bookmark: _Toc115432686][bookmark: _Toc115432751][bookmark: _Toc115434255][bookmark: _Toc115457215][bookmark: _Toc115457293][bookmark: _Toc127537976][bookmark: _Hlk102138212][bookmark: _Toc135043675]Adopt a simple crest factor processing model, e.g., hard clipping + bandpass filtering, that captures the essential behaviors of a BS design to increase transmit power. This requires input from RAN4.

[bookmark: _Ref111155608][bookmark: _Toc115429547][bookmark: _Toc118467383][bookmark: _Toc127537883][bookmark: _Toc131603351][bookmark: _Toc135043535]2.2	Examples of gNB Antenna and Interference Channel 
[bookmark: _Toc115429548][bookmark: _Toc118467384][bookmark: _Toc127537884][bookmark: _Toc131603352][bookmark: _Toc135043536]2.2.1	FR1 Self-interference leakage within a sector
The total self-interference on RX port  originating from TX ports  can be modeled as tapped delay lines,

where  and  are the transmitted and received signals, respectively, at time sample , where  is the complex channel coefficient for tap  and where  is the propagation delay for tap . 
As discussed above, the gNB antenna system may be equipped with sub-arrays in accordance with Section 5.2.3.2.4 of TR 38.803 v14.3.0 [1], in which case the individual elements within a TX or RX sub-array are assumed to be connected via fixed (complex-valued) weights, and each TX model chain in the previous section is used to drive one sub-array which corresponds only to one polarization. One can then let each TX or RX port in the self-interference channel model represent one sub-array as illustrated in Figure 10. This reduces channel model computational complexity and can also allow for capturing of non-linear coupling effects between elements within a sub-array if needed. Beamforming can then be performed by applying appropriate TX and RX weights on the sub-arrays.
[bookmark: _Toc102127481][bookmark: _Toc102127701][bookmark: _Toc102143746][bookmark: _Toc102143767][bookmark: _Toc102151261][bookmark: _Toc102155500][bookmark: _Toc102159326][bookmark: _Toc102159447][bookmark: _Toc102172298][bookmark: _Toc102172346][bookmark: _Toc102172711][bookmark: _Toc102173919][bookmark: _Toc108098331][bookmark: _Toc110462281][bookmark: _Toc111041807][bookmark: _Toc111143019][bookmark: _Toc111143051][bookmark: _Toc111143083][bookmark: _Toc111143178][bookmark: _Toc111145933][bookmark: _Toc111194301][bookmark: _Toc111229194][bookmark: _Toc111235464][bookmark: _Toc111244857][bookmark: _Toc111245622][bookmark: _Toc111213705][bookmark: _Toc111213739][bookmark: _Toc111213773][bookmark: _Toc115258472][bookmark: _Toc115420055][bookmark: _Toc115421587][bookmark: _Toc115426236][bookmark: _Toc115426426][bookmark: _Toc115432687][bookmark: _Toc115432752][bookmark: _Toc115434256][bookmark: _Toc115457216][bookmark: _Toc115457294][bookmark: _Toc127537977][bookmark: _Toc135043676]The self-interference channel should be modeled as a set of tapped delay lines directly from TX sub-array ports to RX sub-array ports.
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[bookmark: _Ref101883981][bookmark: _Hlk111145888][bookmark: _Ref101883966]Figure 10: Illustration of self-interference channel modeling for panels with sub-arrays
[bookmark: _Hlk101872549]Appropriate values for the channel coefficients and delays remain to be determined. There may be contributions both from direct propagation from TX ports to RX ports and from reflections from the environment. For the direct propagation path, it is crucial that the channel coefficients are based on realistic setups supported by real measurements or high-fidelity electromagnetic (EM) evaluations. For example, one needs to capture the fact that RX ports closer to the TX panel may have lower isolation than those farther apart, and that the channel coefficients may be frequency dependent.
[bookmark: _Toc102127482][bookmark: _Toc102127702][bookmark: _Toc102143747][bookmark: _Toc102143768][bookmark: _Toc102151262][bookmark: _Toc102155501][bookmark: _Toc102159327][bookmark: _Toc102159448][bookmark: _Toc102172299][bookmark: _Toc102172347][bookmark: _Toc102172712][bookmark: _Toc102173920][bookmark: _Toc108098332][bookmark: _Toc110462282][bookmark: _Toc111041808][bookmark: _Toc111143020][bookmark: _Toc111143052][bookmark: _Toc111143084][bookmark: _Toc111143179][bookmark: _Toc111145934][bookmark: _Toc111194302][bookmark: _Toc111229195][bookmark: _Toc111235465][bookmark: _Toc111244858][bookmark: _Toc111245623][bookmark: _Toc111213706][bookmark: _Toc111213740][bookmark: _Toc111213774][bookmark: _Toc115258473][bookmark: _Toc115420056][bookmark: _Toc115421588][bookmark: _Toc115426237][bookmark: _Toc115426427][bookmark: _Toc115432688][bookmark: _Toc115432753][bookmark: _Toc115434257][bookmark: _Toc115457217][bookmark: _Toc115457295][bookmark: _Toc127537978][bookmark: _Hlk110851256][bookmark: _Toc135043677]Self-interference channel coefficients should be based on realistic setups supported by real measurements or high-fidelity electromagnetic (EM) evaluations.
In the following, we provide example isolation results from high-fidelity EM evaluations for the structure shown in Figure 11 where the TX and RX panels are as shown in Figure 10 and isolation mechanism/material is situated between the two antenna panels.
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[bookmark: _Ref115257319][bookmark: _Ref110845888][bookmark: _Ref115257311]Figure 11: Illustration of TX elevation beam steering angle . The right antenna panel refers to TX while the left one to RX. In this illustration, the horizontal beam is at boresight (i.e., azimuth angle ).
We consider the coupling between the TX panel to the RX sub-arrays closest to the isolation structure. We fix the TX horizontal beam direction at the boresight (i.e., ) but consider the TX elevation beam angles at 0º, -15º and 15º. We provide the coupling magnitudes across a one GHz range for the sub-arrays at the same or cross polarization from the TX beam in Figure 12 and Figure 13, respectively. It can be observed that
· The coupling magnitudes vary significantly across different frequencies and can differ up to 30 dB.
· The coupling magnitudes are affected by the TX beam directions. The coupling is lower when the TX beam is pointing horizontally at boresight and rises higher when the TX beam is tilting either upward or downward. The coupling magnitudes can vary up to 20 dB between the three vertical beam directions consider here.
· With horizontal TX beam, the TX panel to RX subarrays couplings at 4 GHz can be around -80 dBc but can differ between the different RX subarrays by up to 20 dB.
· Furthermore, we see a variation across the frequency range by up to 15 dB. This is an important point since, different operators will own spectrum in different parts of the band, and the band can be quite wide, e.g., band n77 which has bandwidth of 900 MHz. It is not practical to optimize the antenna design for every operator with different holdings in each band. Hence some carriers will experience good isolation, and others not as good.
· With TX beam pointing 15º upward or downward, the TX panel to RX subarrays couplings at 4 GHz rise to around -65 dBc. The differences between different RX subarrays are around 10 dB.
[bookmark: _Toc111041809][bookmark: _Toc111143021][bookmark: _Toc111143053][bookmark: _Toc111143085][bookmark: _Toc111143180][bookmark: _Toc111145935][bookmark: _Toc111194303][bookmark: _Toc111229196][bookmark: _Toc111235466][bookmark: _Toc111244859][bookmark: _Toc111245624][bookmark: _Toc111213707][bookmark: _Toc111213741][bookmark: _Toc111213775][bookmark: _Toc115258474][bookmark: _Toc115420057][bookmark: _Toc115421589][bookmark: _Toc115426238][bookmark: _Toc115426428][bookmark: _Toc115432689][bookmark: _Toc115432754][bookmark: _Toc115434258][bookmark: _Toc115457218][bookmark: _Toc115457296][bookmark: _Toc127537979][bookmark: _Toc135043678]For both system and link level assessment of SBFD, proper modelling of advanced antennas as well as modelling of beamforming impact on the BS TX to RX isolation should be considered.
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(a) 0 degree (boresight)
	[image: ]
(b) 15 degrees (TX steers main beam toward RX)
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(c)  -15 degrees (TX steers main beam away from RX)


[bookmark: _Ref110849179]Figure 12: TX panel to RX sub-array coupling magnitude curves considering co-polarized ports. Each curve represents the coupling magnitude of the TX panel to a single RX sub-array. Each sub-figure corresponds to a specific elevation angle. The RX sub-arrays are those closest to the isolation structure.

	[image: ](a) 0 degree (boresight)
	[image: ](b) 15 degrees (TX steers main beam toward RX)
	[image: ] (c) -15 degrees (TX steers main beam away from RX)


[bookmark: _Ref115180573]Figure 13: TX panel to RX sub-array coupling magnitude curves considering cross-polarized ports. Each curve represents the coupling magnitude of the TX panel to a single RX sub-array. Each sub-figure corresponds to a specific elevation angle. The RX sub-arrays are those closest to the isolation structure.
[bookmark: _Toc127537885][bookmark: _Toc131603353][bookmark: _Ref115257538][bookmark: _Toc115476787][bookmark: _Toc118467385][bookmark: _Toc135043537]2.2.2	FR2 Self-interference leakage within a sector
For FR2 self-interference leakage analysis, we perform Full-electromagnetic simulations performed to analyze the power leakage from the TX panel to RX branches considering a carrier frequency at 30 GHz. The performed simulations assume a gNB antenna with separate panels for transmission and reception. Each panel consists of an antenna array comprising 8 rows and 24 columns of 2x1 dual-polarized sub-arrays. The vertical separation between elements is 0.7 wavelengths and the horizontal separation is 0.5 wavelengths. The separation between the TX and the RX panels is set to 10 cm, i.e., approximately 10 wavelengths at 30 GHz. The simulation models assume that the antenna panels share a common ground plane, and that no radome is present. The presence of a radome is expected to introduce losses and possibly create additional coupling between the TX and RX.
In FR2, Isolation structures based on multi-layer choke structures are relatively simple to implement and tend to provide good isolation performance. The comparison of isolation performance of the choke-based antenna and reference model that uses no isolator structure is shown in Figure 21 for the boresight case and both polarization ports. One can observe that
· The coupling magnitude results indicates that the reference model provides an isolation level of 70 dB over approximately 4 GHz. It is remarkable that the isolation at boresight is much larger than the previously considered FR1 reference model. This is because the high dimensionality of the FR2 array as compared to that of the FR1 antenna, which yields a very sharp far-field beam that reduces the power leakage toward the RX.
· For the choke-based antenna isolator structure, the co-polarized port provides an isolation of 80 dB with a bandwidth support of roughly 3 GHz, while the cross-polarized port offers the same isolation level but over a slightly larger bandwidth. 
· Choke-based antenna isolator structure provide enough isolation improvement to keep the isolation below -80 dB over some bandwidth for this FR2 antenna.
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(a) Co-polarized ports
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(b) Cross-polarized ports


[bookmark: _Ref127570255]Figure 14: Comparison of the coupling magnitude between the choke-based and reference antenna models. Each curve represents the coupling between the TX panel and a single RX branch.

It is important to remark that the high dimensionality of the TX panel, the 10 cm separation, and the isolation structure are the main elements in achieving 80 dB in isolation. The FR1 antenna models did not have as many antenna elements in the TX panel, nor the relative panel-to-panel distance of 5 wavelengths.
An SBFD antenna should satisfy the isolation requirements also within a beam tilting range. Figure 14 (a) shows the isolation performance of the choke-based model for co-polarized ports and varying steering angle, and Figure 14 (b) presents the same metric for cross-polarized ports. These simulation results suggest that
· Choke-based antenna isolator supports 80 dB within the  degrees tilting range over a bandwidth of approximately 4 GHz. By contrast, the FR1 antenna model suffers a significant loss in isolation performance when steering in the same range, as seen in Figure 12 and Figure 13. This is because the FR1 antenna has smaller dimensions, therefore producing broader radiation beams as compared to the FR2 antenna model considered in this section.
· The comparison between Figure 14 (a) and Figure 14 (b) indicates that the cross-polarized antenna provides a slightly larger isolation than the co-polarized ports. 
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(a) boresight
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(b) +15 toward RX
	[image: ]
(c) -15 away from RX


Figure 15: Coupling magnitude of the choke-based antennas for varying steering angle θ and co-polarized RX ports.
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(a) boresight
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(b) +15 toward RX
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(c) -15 away from RX


Figure 16: Coupling magnitude of the choke-based antennas for varying steering angle θ and cross-polarized RX ports.
[bookmark: _Toc127537946][bookmark: _Toc135043644]For FR2, using a structure with RF chokes, 80dB of isolation is achievable over a reasonable bandwidth. Unlike FR1, the isolation does not vary with beam steering.
[bookmark: _Toc127537886][bookmark: _Toc131603354][bookmark: _Toc135043538]2.2.3	FR1 Interference leakage between sectors
Sectorized site deployments are typically used to provide full coverage in the horizontal plane. This means that up to three antennas will be mounted close together on the mast as illustrated by the photos of representative WA and MR commercial sites in Figure 17. As can be seen in these site deployments, the edge-to-edge distance dH between antennas in different sectors can be quite small, e.g., on the order of 40 cm.
[image: ]        [image: ]        
[bookmark: _Ref110352886][bookmark: _Ref118377949]Figure 17: Representative WA and MR commercial sectorized sites showing that the edge-to-edge distance dH between antennas in different sectors can be quite small.
[bookmark: _Hlk118377414]We evaluate the inter-sector interference via detailed electromagnetic (EM) simulations with a simplified 3-sector site setup shown in Figure 18.
[image: ]
(a) Top view of site
[image: ][image: ]
(b) Side view of site				(c) Side view of site (actually simulated)
[bookmark: _Ref118300715]Figure 18: Simplified 3-sector site setup used in EM simulations of inter-sector interference. Note that to save simulation time, only half of the SBFD array (Tx panel or Rx panel) is explicitly modeled in each sector. This results in an underestimate of the inter-sector interference since in reality, the received interference power observed at Sector 3 is due not only to the Tx panel in Sector 1, but also due to the Tx panel in Sector 2 (not explicitly modeled). To compensate, we adjust the interference level upwards by 3 dB.

The simplified setup has the following characteristics
· Each antenna panel (Tx or Rx) contains an array of 8 x 8 array of cross-polarized antenna elements  128 elements in total
· To save simulation time, only one panel (Tx or Rx) of the SBFD antenna array is modeled in each sector:
· Tx panel in Sector 1
· Rx panels in Sectors 2 and 3
· The locations of the non-modeled panels are indicated as dashed lines in Figure 18
· Inter-sector interference is measured at the Rx panel in Sector 3 due to transmissions from the Tx panel in Sector 1. The received power is summed over all antenna elements in the Rx panel.
· This results in an underestimate of the inter-sector interference since in reality the received interference power observed at Sector 3 is due not only to the Tx panel in Sector 1, but also due to the Tx panel in Sector 2 (not explicitly modeled).
· To compensate, we adjust the received interference power upwards by 3 dB
· Edge-to-edge horizontal distance between sectors is dH = 40 cm (4 wavelengths at 3 GHz)
· Edge-to-edge vertical separation of Tx and Rx panels is dV = 30 cm (3 wavelengths at 3 GHz)
· Vertical antenna element spacing = 0.7
· Horizontal antenna element spacing = 0.5
· Currently, sub-arrays are not modeled
· This is done to simplify the simulations; however, in reality sub-arrays are the norm in AAS products. 
· Center frequency = 3 GHz
Back-lobes as well as side/grating lobes from the beam-forming array in one sector creates interference to other sectors within the site. We find that the interference level depends on the azimuth and elevation beam steering directions. Figure 19 illustrates how the backlobes from one sector interact with the other co-site sectors for the example of a beam steered at 30º in azimuth.

[image: ]
[bookmark: _Ref118305286]Figure 19: Illustration of inter-sector interference from EM simulations
To evaluate how coupling depends on azimuth and elevation beam steering direction, we evaluate the following combinations:
· Fix the elevation beam direction at boresight (i.e.,) and vary the azimuth beam direction angles  as 0º, 30º and 60º.
· Fix the azimuth beam direction at boresight (i.e., ) and vary the elevation beam direction angles  as 0º, -15º and -30º.
· In order to reduce the simulation time, we did exhaustively evaluate all combinations of azimuth and elevation beam directions. What is missing is combinations with non-zero (non-boresight) directions for both azimuth and elevation, e.g., () = (30º, -15º).
Figure 20, shows the inter-sector isolation based on the site setup described above. 
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(a) Azimuth beam steering  for fixed 		(b) Elevation beam steering  for fixed 
[bookmark: _Ref115421438]Figure 20: Inter-sector Tx-panel-to-Rx-panel coupling magnitude accounting for interference from 2 sectors for different beam steering angles in azimuth and elevation. Panel-to-Rx port coupling magnitude is 10*log10(P) dB lower where P is the number of Rx ports.
One can see a large variation in coupling magnitude (-75 to -55 dB) depending on the azimuth and elevation beam steering angles as well as well as variations across the frequency band. We point out that these values are based on a summation of received power across the antenna elements of the Rx panel, i.e., panel-to-panel isolation. Typically, however, it is customary to quote the isolation from a panel to Rx port basis, instead. Assuming a port corresponds to a sub-array of 4 co-polarized antenna elements in the vertical dimension, the number of Rx ports is 128 / 2 / 4 = 16. Hence the coupling magnitude should be adjusted downward by 10*log10(16) = 12 dB. This results in a range of panel-to-Rx-port coupling magnitude values of -87 to -67 dB.
The results shown here do not catch the full extent of isolation variation. Specifically, the isolation can degrade if one considers also combinations of azimuth and elevation beamforming both with non-zero angles, e.g., () = (30º, -15º).
We point out that other realistic effects that are not modeled here may degrade isolation further, for example:
· re-radiation from the electronics on the backside of the antennas
· practical site aspects such as equipment and other metallic objects in between sectors that can act as PIM sources
· presence of sub-arrays (the norm in AAS products), that result in higher side lobes and grating lobes, thus reducing achievable isolation.
· presence of radomes
The above effects are not necessarily solved simply by moving antennas further apart.
[bookmark: _Toc111041810][bookmark: _Toc111143022][bookmark: _Toc111143054][bookmark: _Toc111143086][bookmark: _Toc111143181][bookmark: _Toc111145936][bookmark: _Toc111194304][bookmark: _Toc111229197][bookmark: _Toc111235467][bookmark: _Toc111244860][bookmark: _Toc111245625][bookmark: _Toc111213708][bookmark: _Toc111213742][bookmark: _Toc111213776][bookmark: _Toc115258475][bookmark: _Toc115420058][bookmark: _Toc115421590][bookmark: _Toc115426239][bookmark: _Toc115426429][bookmark: _Toc115432690][bookmark: _Toc115432755][bookmark: _Toc115434259][bookmark: _Toc115457219][bookmark: _Toc115457297][bookmark: _Toc115476228][bookmark: _Toc115476492][bookmark: _Toc115476873][bookmark: _Toc115476970][bookmark: _Toc127537980][bookmark: _Toc135043679]For both system level and link level assessment of SBFD, proper modelling of advanced antennas as well as modelling of beamforming impact on the inter-sector TX to RX isolation needs be considered. For the simple exemplary site setup we have simulated for FR1, we see Tx-panel-to-Rx-port isolation values in the range of 67 to 87 dB depending on the azimuth and elevation beam steering directions and the frequency within the band. These values would most likely degrade if other realistic effects are included, e.g., electronics on the backside of the antenna, equipment and other metallic objects between sectors in a practical site, the presence of sub-arrays, and the presence of radomes.
[bookmark: _Toc127537887][bookmark: _Toc131603355][bookmark: _Toc135043539]2.2.4	FR2 Interference leakage between sectors
Sectorized site deployments are typically used to provide full coverage in the horizontal plane also for FR2. We evaluate the inter-sector interference via detailed electromagnetic (EM) simulations with a simplified 3-sector site setup shown in Figure 21.
[bookmark: _Hlk127215190][image: ]
[bookmark: _Ref115430024][bookmark: _Ref126244767]Figure 21: Simplified 3-sector site setup used in EM simulations of inter-sector interference. Note that to save simulation time, only half of the SBFD array (Tx panel or Rx panel) is explicitly modeled in each sector. This results in an underestimate of the inter-sector interference since in reality, the received interference power observed at Sector 3 is due not only to the Tx panel in Sector 1, but also due to the Tx panel in Sector 2 (not explicitly modeled). To compensate, we adjust the interference level upwards by 3 dB.

The simplified setup has the following characteristics
· Each antenna panel (Tx or Rx) contains an array of 8 x 8 array of cross-polarized antenna elements  128 elements in total
· To save simulation time, only one panel (Tx or Rx) of the SBFD antenna array is modeled in each sector:
· Tx panel in Sector 1
· Rx panels in Sectors 2 and 3
· Inter-sector interference is measured at the Rx panel in Sector 3 due to transmissions from the Tx panel in Sector 1. The received power is summed over all antenna elements in the Rx panel.
· This results in an underestimate of the inter-sector interference since in reality the received interference power observed at Sector 3 is due not only to the Tx panel in Sector 1, but also due to the Tx panel in Sector 2 (not explicitly modeled).
· To compensate, we adjust the received interference power upwards by 3 dB
· Edge-to-edge horizontal distance between sectors is dH = 40 cm (40 wavelengths at 30 GHz)
· Edge-to-edge vertical separation of Tx and Rx panels is dV = 10 cm (10 wavelengths at 30 GHz)
· Vertical antenna element spacing = 0.6
· Horizontal antenna element spacing = 0.5
· Currently, sub-arrays are not modeled
· This is done to simplify the simulations; however, in reality sub-arrays are the norm in AAS products. 
· Center frequency = 30 GHz
To evaluate how coupling depends on azimuth and elevation beam steering direction, we evaluate the following combinations:
· Fix the elevation beam direction at boresight (i.e.,) and vary the azimuth beam direction angles  as 0º, 30º and 60º.
· Fix the azimuth beam direction at boresight (i.e., ) and vary the elevation beam direction angles  as 0º, -15º and -30º (downtilt)
Figure 22 shows the inter-sector isolation based on the site setup described above. 
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	(a) Azimuth beam steering  for fixed 	(b) Elevation beam steering  for fixed 
[bookmark: _Ref126244944]Figure 22: Inter-sector Tx-panel-to-Rx-panel coupling magnitude accounting for interference from 2 sectors for different beam steering angles in azimuth and elevation. Panel-to-Rx port coupling magnitude is 10*log10(P) dB lower where P is the number of Rx ports.
One can see a large variation in coupling magnitude (-80 to -57 dB) depending on the azimuth and elevation beam steering angles as well as well as variations across the frequency band. The results shown here do not catch the full extent of such effects. As in the previous section for FR1, these values are based on a summation of received power across the antenna elements of the Rx panel, i.e., panel-to-panel isolation. Typically, however, it is customary to quote the isolation from a panel to Rx port basis, instead. Assuming a port corresponds to a sub-array of 2 co-polarized antenna elements in the vertical dimension, the number of Rx ports is 128 / 2 / 2 = 32. Hence the coupling magnitude should be adjusted downward by 10*log10(32) = 15 dB. This results in a range of panel-to-Rx-port coupling magnitude values of -95 to -72 dB.
The results shown here do not catch the full extent of isolation variation. Specifically, the isolation can degrade if one considers also combinations of azimuth and elevation beamforming both with non-zero angles, e.g., () = (30º, -15º).
We point out that other realistic effects that are not modeled here may degrade isolation further, for example:
· re-radiation from the electronics on the backside of the antennas
· practical site aspects such as equipment and other metallic objects in between sectors that can act as PIM sources
· presence of sub-arrays (the norm in AAS products), that result in higher side lobes and grating lobes, thus reducing achievable isolation.
· presence of radomes
The above effects are not necessarily solved simply by moving antennas further apart.
[bookmark: _Toc127537981][bookmark: _Toc135043680]For both system level and link level assessment of SBFD, proper modelling of advanced antennas as well as modelling of beamforming impact on the inter-sector TX to RX isolation needs be considered. For the simple exemplary site setup we have simulated for FR2, we see isolation values in the range of 72 to 95 dB depending on the azimuth and elevation beam steering directions and the frequency within the band. These values would most likely degrade if other realistic effects are included, e.g., electronics on the backside of the antenna, equipment and other metallic objects between sectors in a practical site, the presence of sub-arrays, and the presence of radomes.
[bookmark: _Toc127537888][bookmark: _Toc131603356][bookmark: _Toc135043540]2.3	Transmit Beam Nulling
Beam nulling refers to the TX antenna using degrees of freedom to steer a null, and hence reduce power towards the receiver. Placing nulls in this way will reduce the number of degrees of freedom available for DL performance and hence can reduce DL SNR or reduce MIMO performance. The degree of beam nulling gain will depend on the sacrifice of DL performance.

For RX IM interference to the UL sub-band, it is not fully clear that the interference signal will have the same phase characteristics as the wanted signal and hence that the beam nulling will also act on the interference. However, here we assume that the beam nulling efficiency for the TX signal IM interference into the UL sub-band is the same as for the TX signal itself.

Our antenna isolation evaluation in Section 2.2 has shown that 
· The self-interference isolation levels between the TX and RX arrays are dependent on TX beam steering direction. In particular, we have identified that vertically tilted TX DL beams can reduce the self-interference isolation by 10 dB.
· For each TX DL beam steering direction, different RX subarrays may experience different self-interference isolation at different frequencies. It is desirable to ensure the worst self-interference isolation levels of any RX subarrays are no worse than a prescribed upper bound such that the hardware can be dimensioned correctly. 

In the following, we present preliminary TX beam nulling evaluation results for a 2x4 antenna array shown below.
[image: ]

In Figure 23, we provide a TX beam nulling evaluation to ensure the worst self-interference isolation for any RX subarray is no worse than a target isolation. In this diagram the desired DL beam is steered to boresight.
· In the upper panel, we show the per RX subarray isolation levels without nulling relative to the target in dashed blue lines. The worst isolation across all RX subarrays without nulling is shown by the solid blue curve.
· In the upper panel, we show the per RX subarray isolation levels with nulling relative to the target in dashed orange lines. The worst isolation across all RX subarrays with nulling is shown by the solid orange curve.
· In the lower panel, we show the losses to the desired TX DL beam.

For this boresight TX DL beam, we observe that
· TX beam nulling can reduce the worst-case self-interference isolation across RX subarrays and across frequencies down by 7 dB.
· However, such beam null reduces the desired TX DL beam gains by up to 1.5 dB across a wide range of frequency. The average desired TX DL beam gain loss across all frequencies is 0.9 dB.

[image: ]
[bookmark: _Ref126248712]Figure 23: Beam nulling performance when the desired TX beam is boresight

In Figure 24, we provide a similar evaluation as above, except this time the desired DL beam is downtilted by 10 degrees.
· When TX DL beam is tilted toward the RX array, the worst-case self-interference level is 10 dB higher than when the TX DL beam is not tilted toward the RX array.
· Beam nulling is capable of bringing the heightened self-interference levels down to the same target as set for the boresight beam evaluation shown in Figure 23.
· However, the price of this strong beam nulling is rather steep. As shown in the lower panel of Figure 24, the desired TX DL beam gains are reduced by up to 5.5 dB. The average desired TX DL beam gain loss across all frequencies is 4.6 dB.


[image: ]
[bookmark: _Ref126248689]Figure 24: Beam nulling performance when the desired TX beam is tilted downward
Since DL resources are reallocated for UL use in an SBFD system, DL capacity and DL coverage (because heightened resource utilization on the remaining DL resources increased intercell interference) are already negatively impacted. Applying beam nulling to address the self-interference issues for the UL subbands introduce further direct degradation to the DL coverage and performance. As shown in the above, applying strong TX beam nulling to counter downtilted beams results in large DL losses to the range of more than 5 dB. This loss is a power loss in downlink, but the overall reduction in DL SNR to a UE may be impacted further due to reduced degrees of freedom to perform SU- and MU-MIMO.

[bookmark: _Toc127537947][bookmark: _Toc135043645]The gain from beam nulling increases when the TX beam is steered and the antenna isolation decreases. Thus, beam nulling can to some extent reduce the variation of the overall spatial isolation due to beam steering. It may also reduce the frequency variation. However, there is a const in terms of reduced DL beam gain.
[bookmark: _Toc127537948][bookmark: _Toc135043646]The cost of beam nulling in downlink can be substantial; we have observed up to 5dB DL power loss. There may be further DL losses due to lower degrees of freedom for MIMO operation.
[bookmark: _Toc127537949][bookmark: _Toc135043647]When deciding beam nulling gains, downlink impacts should be considered.
[bookmark: _Toc115476790][bookmark: _Toc118467387][bookmark: _Toc127537889][bookmark: _Toc131603357][bookmark: _Toc135043541][bookmark: _Hlk115241999]2.4	Homodyne/Heterodyne gNB Receiver Modeling
There are various receiver structures used for BS depending on the deployment as well as capabilities such as beam forming for massive MIMO type of BS or support of multiple carriers or bands. We provide a high-level survey of different base station receiver architectures and examine their compatibility with SBFD operations in Section 2.10 of the companion contribution[14][19]. It was observed that the implementation complexity and difficulty of sharp analog filtering that is suitable separating DL and UL subbands with a few RBs of guard frequencies in a SBFD carrier depends strongly on the operating frequency at which such analog filtering takes place. Such analog filtering is more feasible with homodyne type receivers but becomes increasingly infeasible with the heterodyne or direct RF sampling type receivers. The latter consistent with an industry trend toward supporting wide RF bandwidths for multi-carrier/multi-band receivers for at least higher power base stations.
In this section, we discuss an initial modeling approach to homodyne/heterodyne type base station receivers.
A typical BS receiver applies analogue bandpass filtering for the whole 3GPP band in order to reject out of band signals. In-band, digital filtering is used to suppress interferers from carriers of other operators.

[image: ]
Figure 25: Illustration of analog band filtering and digital channelization filtering at BS
The analogue front end of the BS receiver needs to process both the wanted carrier and other unwanted interferers within the band without significant distortion in order that the entire signal can be passed to the digital domain for filtering. Any distortion within the analogue domain that falls into the wanted carrier frequency range will degrade the receiver sensitivity.
According to the Frii formula, the overall noise figure of the receiver is related to the noise ratio of each of the individual components of the analogue processing chain and the gain of the first component propagates to all subsequent stages. It is hence advantageous to achieve as much gain as possible close to the antenna. For this reason, the first component in the receiver chain is a high gain, low noise amplifier (LNA). Also, any filtering that takes place before the LNA needs to be designed very carefully since filter insertion losses will have a significant impact on the noise figure for the overall receive chain.
While not necessarily the industry trend for multi-carrier/multi-band receivers, we summarize the initial examples of homodyne/heterodyne type gNB receiver modelling incorporating the components discussed in this section below in Figure 26. Representing the various non-linearities in the receiver chain faithfully is essential to studying the impact of gNB self-interference cancellation as well as gNB-gNB CLI for both SBFD and dynamic TDD. This is vital since both intra-operator and inter-operator CLI is due to spectral leakage, both inter-sub-band and inter-channel, due to these non-linearities. In this section we propose a generic modelling approach that can be used for both link-level and system-level evaluations. From this foundation, additional details and modelling of other receiver components such as the AGC and ADC noises can be further incorporated if needed.
The details of the digital cancellation are explored in the next section.
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[bookmark: _Ref115168816]Figure 26: Summary of initial examples of homodyne/heterodyne type BS receiver modeling chain.
[bookmark: _Ref111155632][bookmark: _Toc115476791][bookmark: _Toc118467388][bookmark: _Toc127537890][bookmark: _Toc131603358][bookmark: _Toc135043542]2.4.1	Low noise amplifier (LNA) model
All amplifiers have an upper output power limit and can suffer from intermodulation distortion. For output power levels not sufficiently backed off from the upper limit, the intermodulation distortion appears as spectral regrowth outside the bandwidth of the signal to be amplified as discussed in Section 3.1 and shown below:
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Figure 27: An illustration of the spectral regrowth outside the bandwidth of a signal
A basic third-order model for the LNA at a BS receiver chain can be characterized by the complex baseband representation of the output voltage (excluding the harmonic term far away from the carrier at ) where  is the voltage gain of the amplifier,  is the input voltage,  is the output voltage, and the (real) coefficient  characterizes the 3rd order non-linearity:

The unwanted IM3 distortion power is given by

where  is the input power. That is, for every 1 dB increase in the input power, the IM3 power increases by 3 dB. As a result, the third order term will intercept the linear term when the input power is at

as illustrated in Figure 28.
[image: ]
[bookmark: _Ref108085663]Figure 28: Illustration of simple third-order modelling of a BS receiver LNA.
Using the above notations, one can relate the gain-normalized IM3 interference power, input power, and IIP3 as follows:


where .
[bookmark: _Toc115476792][bookmark: _Toc118467389][bookmark: _Toc127537891][bookmark: _Toc131603359][bookmark: _Toc135043543]2.4.1.1	FR1 models 
To further substantiate the discussion of SBFD implementation challenges and potential solutions, we consider in the following three representative BS classes with three different levels of transmit powers. These representative transmit powers are selected based on the RAN4 defined power limits for the local area (LA) and medium range (MR) BS classes and based on the system evaluation assumptions for this SI for the wide area (WA) BS class.
· LA BS with 24 dBm power
· MR BS with 38 dBm power
· WA BS with 53 dBm power
The reference sensitivity levels are also different for the three classes of BS in RAN4 specs. Taking 20 MHz with 30 kHz sub-carrier spacing as representative UL bandwidth for SBFD feasibility analysis:
· LA BS Prefsens is -87.6 dBm
· MR BS Prefsens is -90.6 dBm
· WA BS Prefsens is -95.6 dBm
RAN4 spec TS 38.104 stipulates BS performance requirements for receiver intermodulation. Two interfering signals are placed on the side of the desired signal such that third order intermodulation powers fall in the desired signal bandwidth. For example, from table of Table 7.7.2-2 of TS 38.104:
· Desired signal of 20 MHz BW centered at 
· First interfering CW signal centered at 
· Second interfering DFTS-OFDM signal (5 MHz BW) centered at 
The center frequency of their third order intermodulation falls at . Given the 5 MHz interferer bandwidth, this intermodulation distortion falls entirely within the desired signal bandwidth. One can estimate the minimum required LNA IIP3dB for the different BS classes as shown in the following table:
[bookmark: _Ref134695312]Table 1 Minimal LNA IIP3dB parameter estimation based on RAN4 receiver intermodulation requirements.
	
	
	WA BS
	MR BS
	LA BS

	A
	RAN4 REFSENS
	-95.6
	-90.6
	-87.6

	B
	RAN4 RX intermodulation interferer power
	-52
	-47
	-44

	C
	RAN4 allowed desensitization
	6
	6
	6

	D
	Implied INR = 10*LOG10(10^(C/10)-1)
	4.7
	4.7
	4.7

	E
	Implied gain-normalized distortion = A+D
	-90.9
	-85.9
	-82.9

	F
	Estimated minimum IIP3dB = (3*B-E)/2
	-32.6
	-27.6
	-24.6


In addition to the distortion powers, the presence of these blockers also causes gain compression of the desired signal. Implementation improvements are typically added to avoid gain compression and the introduction of further distortions, particularly for high peak-to-average-ratio (PAPR) waveforms like the OFDM. The implementation also needs to consider also other RAN4 blocker and adjacent channel selectivity requirements (listed in Table 4) that have interferers at up to 9 dB higher power. Such implementation improvements come with higher complexity and energy consumption and are designed with careful tradeoff of performance gains and cost analysis. Typical implementation improvements are in the range of 5 – 10 dB. In the following, we make an optimistic assumption of 10 dB implementation improvement to arrive at the modeling parameters for the LNA. These values are used in the companion contribution [14][19] for the analysis of self-interference due to RX LNA spectral regrowth based on current BS requirements.
	
	
	WA BS
	MR BS
	LA BS

	G
	Assumed IIP3dB improvement
	10
	10
	10

	H
	Assumed typical IIP3dB
	-22.6
	-17.6
	-14.6



[bookmark: _Toc110462283][bookmark: _Toc111041811][bookmark: _Toc111143023][bookmark: _Toc111143055][bookmark: _Toc111143087][bookmark: _Toc111143182][bookmark: _Toc111145937][bookmark: _Toc111194305][bookmark: _Toc111229198][bookmark: _Toc111235468][bookmark: _Toc111244861][bookmark: _Toc111245626][bookmark: _Toc111213709][bookmark: _Toc111213743][bookmark: _Toc111213777][bookmark: _Toc115258476][bookmark: _Toc115420059][bookmark: _Toc115421591][bookmark: _Toc115426240][bookmark: _Toc115426430][bookmark: _Toc115432691][bookmark: _Toc115432756][bookmark: _Toc115434260][bookmark: _Toc115457220][bookmark: _Toc115457298][bookmark: _Toc115476229][bookmark: _Toc115476493][bookmark: _Toc115476874][bookmark: _Toc115476971][bookmark: _Toc127537982][bookmark: _Toc135043681]Adopt a third order representation model in RAN1 studies to capture the essential behaviors of typical high-gain low noise amplifiers (LNA) in BS receiver chains. 
[bookmark: _Toc115476793][bookmark: _Toc118467390][bookmark: _Toc127537892][bookmark: _Toc131603360][bookmark: _Toc135043544]2.4.1.2	FR2 models
In the previous section for FR1 we illustrate the dimensioning of the LNA where the IIP3 is derived based on RAN4 intermodulation (IM) requirements, and then a 10 dB implementation improvement is added to the result. In contrast, for FR2, such an approach leads to quite a low IIP3 compared to what is typically used in commercial products. Here we assume a typical IIP3 of -30 dBm.
[bookmark: _Toc115476794][bookmark: _Toc118467391][bookmark: _Toc127537893][bookmark: _Toc131603361][bookmark: _Toc135043545]2.4.2	Reciprocal mixing of phase noise
A receiver includes a down-conversion mixer, which multiplies an LO with the RF input signal. The resulting output in the frequency domain is a convolution of the LO and RF spectra. If the RF input consists of a low power wanted signal and a high-power interferer, then the phase noise spectrum of the LO will be superimposed on the interferer with the interferer power level, and part of the resulting distortion will fall into the wanted signal. This is known as reciprocal phase noise mixing.
Using the phase noise models [7][8] discussed in RAN4 Rel-17 as examples, the phase noise power spectral densities are illustrated in Figure 29.
[image: ] [image: ] 
(a) 3.5 GHz							(b) 28 GHz
[bookmark: _Ref108182151]Figure 29: Illustration of 3.5 GHz and 28 GHz phase noise models discussed in RAN4 Rel-17. 
Assuming there is a guard band of  between the DL and UL subbands. The weighting function for integrating the reciprocal mixing interference power from the DL subbands to the center sub-carrier in the UL subband is 

[bookmark: _Hlk111814536]where the rectangular function  if  and  otherwise. The weighting function for integrating the reciprocal mixing interference power from the DL subbands to the left edge sub-carrier (i.e., sub-carrier index ) in the UL subband is 

In general, for any UL sub-carrier with index , where  is the number of sub-carriers in the UL subband, the weighting function is given by

The reciprocal mixing interference power from the DL subbands to the sub-carrier  is given by

Summing over all UL sub-carriers, the total interference powers from the DL subbands to the UL subband is given by

[bookmark: _Toc115476795][bookmark: _Toc118467392][bookmark: _Toc127537894][bookmark: _Toc131603362][bookmark: _Toc135043546]2.4.2.1	FR1 models 
Assuming 30 kHz SCS and 5 RB of guard band in a 40-20-40 MHz SBFD carrier, the weighting functions for center sub-carrier is illustrated on the left of Figure 30. This weighting function for the left edge UL sub-carrier is illustrated on the right of Figure 30.
[image: ] [image: ]
[bookmark: _Ref114493760]Figure 30: Weighting function for computing the reciprocal mixing interference power from the DL subband to one UL sub-carrier in a 40-20-40 MHz SBFD carrier. The bandwidth of the guard band is assumed to be  MHz (5 RBs).
For 30 kHz SCS, the interference power from the DL subbands to each of the 20 MHz UL sub-carriers is provided in Figure 31.
[image: ]
[bookmark: _Ref114493808]Figure 31: Reciprocal mixing interference to different sub-carriers in the UL subband (at different offset from UL center frequency) from the DL subbands in a 40-20-40 MHz FR1 SBFD carrier.
Summing over all UL sub-carriers, the total interference powers from the DL subbands to the UL subband are given by the following table:
[bookmark: _Hlk115419496]Table 2 Total Interference powers from DL subband to UL subband in a SBFD carrier in FR1
	Phase noise model
	Interference caused by reciprocal mixing of phase noise [dBc]

	R4-2011494 (UE, low-cost BS)
	-60.3

	R4-2010186 DM=5 dB (UE, medium quality BS)
	-64.7

	R4-2010186 DM=0 dB (high quality BS)
	-69.7


 
[bookmark: _Toc111145910][bookmark: _Toc115476944][bookmark: _Toc127537950][bookmark: _Toc135043648]The interference power caused by reciprocal mixing of phase noise in a 40-20-40 MHz SBFD carrier is around -60 to -70 dBc depending on BS implementation.
The above values are used in the companion contribution [14][19] for the analysis of interference in the UL subband due to reciprocal mixing.
[bookmark: _Toc110462284][bookmark: _Toc111041812][bookmark: _Toc111143024][bookmark: _Toc111143056][bookmark: _Toc111143088][bookmark: _Toc111143183][bookmark: _Toc111145938][bookmark: _Toc111194306][bookmark: _Toc111229199][bookmark: _Toc111235469][bookmark: _Toc111244862][bookmark: _Toc111245627][bookmark: _Toc111213710][bookmark: _Toc111213744][bookmark: _Toc111213778][bookmark: _Toc115258477][bookmark: _Toc115420060][bookmark: _Toc115421592][bookmark: _Toc115426241][bookmark: _Toc115426431][bookmark: _Toc115432692][bookmark: _Toc115432757][bookmark: _Toc115434261][bookmark: _Toc115457221][bookmark: _Toc115457299][bookmark: _Toc115476230][bookmark: _Toc115476494][bookmark: _Toc115476875][bookmark: _Toc115476972][bookmark: _Toc127537983][bookmark: _Toc135043682]Adopt phase noise modelling in RAN1 studies to capture the distortion introduced by high power leakage from the DL sub-bands into the UL sub-bands. The phase noise models in TR 38.803 or those provided by RAN4 during the Rel-17 phase can be adopted as baseline models.
[bookmark: _Toc115476796][bookmark: _Toc118467393][bookmark: _Toc127537895][bookmark: _Toc131603363][bookmark: _Toc135043547]2.4.2.2	FR2 models 
Assuming 120 kHz SCS and 3 RB of guard band in a 75-50-75 MHz FR2 SBFD carrier, the interference power from the DL subbands to each of the 50 MHz UL sub-carriers is provided in Figure 32.
[image: ]
[bookmark: _Ref115184314]Figure 32: Reciprocal mixing interference to different sub-carriers in the UL subband (at different offset from UL center frequency) from the DL subbands in a 75-50-75 MHz FR2 SBFD carrier.
Summing over all UL sub-carriers, the total interference powers from the DL subbands to the UL subband are given by the following table:
Table 3 Total Interference powers from DL subband to UL subband in a SBFD carrier in FR2
	Phase noise model
	Interference caused by reciprocal mixing of phase noise [dBc]

	R4-2011494 (UE, low-cost BS)
	-44.0

	R4-2010186 DM=5 dB (UE, medium quality BS)
	-49.5

	R4-2010186 DM=0 dB (high quality BS)
	-54.5


[bookmark: _Toc115476797]
[bookmark: _Toc118467394][bookmark: _Toc127537896][bookmark: _Toc131603364][bookmark: _Toc135043548]2.4.3	Analog filtering and analog to digital converter (ADC)
The analog to digital converters (ADC) for a BS are designed to handle a dynamic range covering weak UL signals and the potential adjacent channel blockers without losing the standard required sensitivity. For example, for FR1, the RAN4 spec TS 38.104 further stipulates BS performance requirements for in-band narrowband blocker, adjacent channel selectivity, and in-band general blocker. For allowance of 6 dB desensitization, the RAN4 test powers for these blockers or adjacent channels are listed in the following table.
[bookmark: _Ref110844991]Table 4 RAN4 blocker and adjacent channel selectivity test interference power levels.
	
	
	WA BS
	MR BS
	LA BS

	A
	RAN4 REFSENS
	-95.6
	-90.6
	-87.6

	
	RAN4 in-band narrowband blocker power
	-49
	-44
	-41

	
	RAN4 adjacent channel interfering signal power
	-52
	-47
	-44

	
	RAN4 in-band general blocker power
	-43
	-38
	-35



Note that, as illustrated in Figure 33, the narrow-band blocker and adjacent channel test cases, being closest to the desired signal, are most relevant to the SBFD discussion.
[image: ]
[bookmark: _Ref109899823]Figure 33: Illustration of RAN4 BS performance requirements for adjacent channel selectivity (ACS), in-band general blocking and in-band narrowband blocking conditions.
Assuming an antenna array spatial isolation of 80 dB is feasible for all three BS classes, the direct leakage from the TX frontend in the DL sub-bands can be estimated in the following table.
[bookmark: _Ref109834212][bookmark: _Hlk115079409]Table 5: Example IM3 distortion in the UL sub-band caused by SBFD DL sub-bands assuming 80 dB spatial isolation and typical existing BS LNA components. (All powers are gain normalized.)
	
	
	WA BS
	MR BS
	LA BS

	A
	RAN4 REFSENS
	-95.6
	-90.6
	-87.6

	I
	TX power
	53
	38
	24

	J
	Antenna isolation
	-80
	-80
	-80

	K
	TX power in DL sub-bands = I+J
	-27
	-42
	-56



As can be seen, depending on the BS class, the interfering power in the DL-subbands can be significantly higher than the RAN4 blocker levels listed above. For example, for the WA BS class, interfering power can be 22 dB or more higher than current RAN4 blocker performance test powers.
To address this, one possibility increase the bit width of the ADC. To cover an increase of 22 dB dynamic range; however, this has large impact on power consumption which roughly doubles with each additional added bit.  Another possibility is to introduce analog filtering before the ADC. The implementation challenge and feasibility of this approach depends on the base station receiver architecture choices. We discuss feasibility aspects for both ADC and analog filtering in Section 2 of our companion contribution [19] for both FR1 and FR2.
[bookmark: _Toc110462285][bookmark: _Toc111041813][bookmark: _Toc111143025][bookmark: _Toc111143057][bookmark: _Toc111143089][bookmark: _Toc111143184][bookmark: _Toc111145939][bookmark: _Toc111194307][bookmark: _Toc111229200][bookmark: _Toc111235470][bookmark: _Toc111244863][bookmark: _Toc111245628][bookmark: _Toc111213711][bookmark: _Toc111213745][bookmark: _Toc111213779][bookmark: _Toc115258478][bookmark: _Toc115420061][bookmark: _Toc115421593][bookmark: _Toc115426242][bookmark: _Toc115426432][bookmark: _Toc115432693][bookmark: _Toc115432758][bookmark: _Toc115434262][bookmark: _Toc115457222][bookmark: _Toc115457300][bookmark: _Toc115476231][bookmark: _Toc115476495][bookmark: _Toc115476876][bookmark: _Toc115476973][bookmark: _Toc127537995][bookmark: _Toc135043683]Adopt modelling of analog filtering, if present, in RAN1 link level studies to capture potential impacts to digital cancellation feasibility and performance.
[bookmark: _Toc115476800][bookmark: _Toc118467397][bookmark: _Toc127537898][bookmark: _Toc131603365][bookmark: _Toc135043549]2.4.4	Digital filtering
Digital channel filtering after ADC is typically implemented to reduce adjacent channel interference in the desired channel or, in the SBFD case, UL sub-band. Assuming an antenna array spatial isolation of 80 dB is feasible for all three BS classes, the direct leakage from the TX frontend in the DL sub-bands are estimated in the Table 5 and can be 22 dB or more higher than current RAN4 blocker performance test powers.
In-band ACS requirement can be fulfilled several possible solutions:
· Strong analog filtering leaving ADC and digital channel filtering unchanged from typical BS implementation.
· Analog filtering and larger bit width ADC and sharper digital channel filtering.
· There is a wide range of possible suppression allocations between analog and digital filtering.
[bookmark: _Toc110462286][bookmark: _Toc111041814][bookmark: _Toc111143026][bookmark: _Toc111143058][bookmark: _Toc111143090][bookmark: _Toc111143185][bookmark: _Toc111145940][bookmark: _Toc111194308][bookmark: _Toc111229201][bookmark: _Toc111235471][bookmark: _Toc111244864][bookmark: _Toc111245629][bookmark: _Toc111213712][bookmark: _Toc111213746][bookmark: _Toc111213780][bookmark: _Toc115476945][bookmark: _Toc127537951][bookmark: _Toc135043649]Adopt explicit digital filtering models in RAN1 link level studies to capture potential impacts to digital cancellation feasibility and performance.
[bookmark: _Toc115476801][bookmark: _Toc118467398][bookmark: _Toc127537899][bookmark: _Toc131603366][bookmark: _Toc135043550]2.5	Example digital self-interference cancellation solution for FR1 homodyne/heterodyne type base station receivers
In modern FR1 MIMO base station, TX beamforming is performed digitally in the frequency domain to direct the beams at different PRBs to different directions for the scheduled UEs allocated to different PRBs. In fact, even for a single UE, different beamforming weights for different PRBs are also needed to align with the UE’s frequency domain channel responses. Such frequency-selective beamforming weights manifest in the time domain as if the signals have been through multi-tap channels already. With multi-layer SU-MIMO and MU-MIMO, the baseband signal into the TX chain is the superposition of more than one beamformed signals targeting the multiple co-scheduled UEs. The superposition of these signals then goes through the transmitter chains with the components discussed in Section 2.1, where many of the components introduce further multi-tap and nonlinear responses.
In Figure 34, we provide an initial example of digital cancellation solutions. The purpose of the discussion is two folds. 
· First is to flesh out the essential signals/connections between the TX antenna array and the RX antenna array for further link level study/discussion.
· Second is to estimate how such cancellation solutions scale with the antenna array sizes and the effective lengths of multi-tap channel responses.

[bookmark: _Ref110956994][image: ]
[bookmark: _Ref115281034]Figure 34: An initial generic example of digital self-interference cancellation implementation for FR1 homodyne/heterodyne receivers. The red “AF” box represents an analog subband filter for the SBFD operations.
To support DPD, current FR1 gNB TX chains implement a coupler to collect the RF output for reference. The coupled signal is attenuated and down converted. An anti-aliasing filter is applied to remove the unwanted image before the signal is digitized. The digitized signal is fed into the DPD for adapting its coefficients.
On the RX side, as discussed in the previous sections, analog sub-band filters (shown in the figure as a red “AF” box) are needed to suppress the leaked TX powers in the DL sub-bands. Depending on the receiver architectures and the SBFD use cases, low pass or band pass filters are needed. Such filters need to be much sharper than normal anti-aliasing filters after down conversion since there is only a small guard frequency gap between the DL and UL sub-bands.
The digital cancellation fabric takes the analog coupled signal from each of the TX chains and applies the same analog sub-band filtering as those in the RX chains before digitization. For a 100 MHz carrier, the sampling rate is at 122.88 MHz. Hence, one time sample corresponds to 2.44 m. To cover potential strong reflectors within even a small radius, the adaptive filters need to keep track of several taps if no oversampling is used. In reality, delays of the reflected signals are generally not aligned with the sampling grid perfectly. Oversampling is likely needed to obtain adequate performance. The filter lengths will scale with the oversampling rate accordingly. The analog filters also add to the effective lengths of the overall channel responses.
The digital cancellation fabric takes inputs from  TX chains and keeps a memory of the most recent  input values for each of these inputs. The fabric applies one set of filter weights on these  values to produce one cancellation signal to be used by one RX chain. To serve  RX chains,  sets of filter weights are needed. Effectively, for each new sampling time, the cancellation fabric multiplies the stored inputs from the TX chains by a  matrix to obtain  cancellation samples. To obtain the  filter weights, the digital cancellation fabric needs inputs from the  RX chains as well.
[bookmark: _Toc115476946][bookmark: _Toc127537952][bookmark: _Toc135043650]The complexity of digital self-interference cancellation scales with the product of (1) the number of TX chains, (2) the number of RX chains and (3) the effective length of the multi-tap response of the environment and the analog RX frontends.
Note that the digital self-interference cancellation solutions may need to address not only the direct TX leakage from the TX array to the RX array. As discussed in the above, additional self-interferences can be caused by the interaction of the high received powers in the DL sub-bands and RX nonlinearity.
[bookmark: _Toc115476802][bookmark: _Toc118467399][bookmark: _Toc127537900][bookmark: _Toc131603367][bookmark: _Toc135043551]2.7	Summary of Modelling Discussion
In the previous sections, we provide an initial set of example models for the TX chains, antenna coupling, and RX chains for typical BS implementations. One important purpose of providing these examples is to illustrate what is needed for a realistic assessment at the link-level of various interference suppression/cancellation approaches, e.g., Tx beam nulling, digital-IC, etc, to determine how many dBs of suppression is practically achievable. This can serve as input to verify/justify assumptions used in system-level evaluations. This is needed since the LS reply from RAN4 on interference modeling [14] provides too wide a range on the digital IC suppression value (0 – 50 dBc) and beam nulling/isolation value (0 – 40 dBc) to be useful – see table below from LS. This ranges needs to be narrowed down, and suitable link-level evaluations can provide that.
[bookmark: _Ref115422939][bookmark: _Ref115422929]Table 6 value range of RSIC
	Parameter
	FR1(Frequency Range 1)
	FR2(Frequency Range 2)

	Spatial isolation 
	50~80dBc
	80-120 dBc

	Frequency isolation
	45 dBc 
	22.5~30 dBc

	Beam nulling /isolation
	0~40 dBc
	0~40 dBc

	Digital IC 
	0~50 dBc
	0~50 dBc

	Overall RSIC capability 
	95 ~185 dBc
	102.5~ 205 dBc

	NOTE1: Other isolation schemes could be discussed further.
NOTE 2: Both transmitter leakage to the RX sub-band and interference arising from receiver imperfections need to be considered. Receiver imperfections may reduce the RSIC to be lower than the RSIC considering transmitter leakage alone. RAN4 will assess impact of Rx impairments on the RSIC capability. But the RSIC model can potentially be simplified to address impact from both aspects together. 



According to the below RAN1 agreement from last meeting, RAN1 agrees that link-level simulations (LLS) may be performed for various purposes related to SBFD performance and feasibility in both FR1 and FR2. Interested companies may perform LLS at least for the purposes of evaluating coverage performance. While this purpose is useful and important, we believe that should not be the only purpose of LLS as suggested by the FFS bullets in the agreement. As we have demonstrated in previous sections, additional important purposes are Tx beam nulling, digital-IC, etc. Based on this  we propose the following:Agreement
RAN1 agrees link-level simulations (LLS) may be performed for various purposes related to SBFD performance and feasibility in both FR1 and FR2, interested companies may perform LLS at least for the following purpose:
· To evaluate coverage performance
· Option 1: Take link level evaluation methodology in TR 38.830 (i.e., LLS + Link budget analysis) as starting point to evaluate the coverage performance (e.g., MPL, MCL, MIL) for SBFD considering inter-gNB/sector interference and self interference. 
· Other options (e.g. SLS as a tool to obtain the coverage metric) are not precluded 
· Details on LLS including but not limited to impact of different BS antennas to channel reciprocity / BF
· FFS: 
· To evaluate advanced receivers and realistic demodulation performance
· To evaluate UE-UE CLI mitigation performance 
· To evaluate gNB-gNB CLI mitigation performance
· To evaluate feasibility and performance of self-IC accounting for realistic non-linearities in the gNB transmit and receive chains 
· Details on LLS including but not limited to impact of different BS antennas to channel reciprocity / BF


[bookmark: _Toc127537996][bookmark: _Toc135043684]RAN1 further agrees that interested companies may perform link-level simulations (LLS) for the purposes of evaluating SBFD performance and feasibility in both FR1 and FR2 including evaluation of the following:
a. [bookmark: _Toc127537997][bookmark: _Toc135043685]Self-interference suppression/cancellation accounting for realistic non-linearities in the gNB transmit and receive chains.
b. [bookmark: _Toc127537998][bookmark: _Toc135043686]Transmit beam nulling accounting for realistic non-linearities in the gNB transmit chain.
[bookmark: _Toc131603368][bookmark: _Ref111052361][bookmark: _Ref111052371][bookmark: _Toc115476803][bookmark: _Toc118467400][bookmark: _Toc127537902][bookmark: _Toc135043552]3	System Level Evaluation 
[bookmark: _Toc115476804][bookmark: _Toc118467401][bookmark: _Toc127537903][bookmark: _Toc131603369][bookmark: _Toc135043553]3.1	Scenarios for evaluation
At previous RAN1 meetings, the focus for deployment scenarios was primarily centered on high priority cases, specifically Case 1 (Single Operator), Case 3-2 (Two-layer), and Case 4 (Multi-operator). Based on the agreements reached regarding simulation scenarios, a comprehensive summary table of system-level simulation scenarios can be made as follows
Table 7 System level simulation scenarios for NR duplex evolutionDeployment Scenarios
No. of Layers
UE clustering
Case 1
Case 4
Case 3-2
Indoor office
1

o
o




Urban Macro
1
o
o

o



Dense Urban Macro layer
1
o
(o)
o

o


Dense Urban Micro layer
1

(o)
(o)




Dense Urban with 2-layer
2

 



o

Urban Macro + Indoor office/factory
-



o

o

 

FR1

FR2
o
Agreed 
(o)
Optional


[bookmark: _Toc102159339][bookmark: _Toc102159460][bookmark: _Toc102159340][bookmark: _Toc102159461]It can be observed that there were several cases agreed for evaluations for Case 1 in both FR1 and FR2, although some of them were designated as optional. Most companies provided isolated simulation results for indoor office environments in either FR1 or FR2, while a few companies offered simulation results for Urban Macro and 2-layer scenarios. In real deployment cases, the indoor networks are not isolated, and the Urban Macro networks are not operated by a single operator. 
[bookmark: _Toc115258489][bookmark: _Toc115420068][bookmark: _Toc115421600][bookmark: _Toc115426249][bookmark: _Toc115426439][bookmark: _Toc115432700][bookmark: _Toc115432765][bookmark: _Toc115434269][bookmark: _Toc115457229][bookmark: _Toc115457307][bookmark: _Toc115476240][bookmark: _Toc115476504][bookmark: _Toc115476885][bookmark: _Toc115476982]In essence, it may be sufficient to evaluate isolated indoor deployments and single operator outdoor deployments to comprehend the maximum gains attainable through the deployment of SBFD, but to understand the realistic gains attainable by SBFD, two operator scenarios and heterogeneous cases for both FR1 and FR2 needs to be considered. RAN1 to further down-select scenarios where SBFD performance improvements may be realistically possible and can be simulated/evaluated by participating entities.
For instance, the Dense Urban 2-layer network and Urban Macro with indoor office/factory scenarios are similar use cases, except that the Dense Urban Micro layer is located outdoors while the indoor office/hotspot is located indoors. The latter scenario appears to be more practical, as it involves an indoor office or factory with UL dominant traffic coexisting with an Urban Macro network with DL dominant traffic outdoors. Additionally, the indoor network provides adequate isolation from the macro network, thereby reducing interference due to penetration loss. As concluded in the RIM CLI study, an indoor-macro network can avoid performance degradation if the indoor-indoor scenario is carefully laid out and parameterized. This conclusion applies to SBFD cases as well. However, the study also identified significant BS-BS interference in Micro-Micro cases. As a result, the Dense Urban network with 2-layer deployment, which deploys a Macro-Micro with 3 Micro sites, is deemed unsuitable for 2-layer scenario study due to the higher power of Macro BSs and the potential for further interference. Therefore, we think it is better to focus on heterogeneous 2-Layer Scenario B. An exemplary 2-Layer Scenario B is provided in Figure 35. 
[image: ]
[bookmark: _Ref115425381][bookmark: _Ref115425370]Figure 35: An exemplary 2-Layer Scenario B
It is important to note that the Inter-Site Distance (ISD) for the Dense Urban Macro layer is 200m, but an agreement has been reached for 2-Layer Scenario B with an ISD of 500m. This distance of 500m is deemed too long to have any significant impact on the indoor system and needs to be aligned with the other Dense Urban 2-layer scenario. As a result of this change, there will be substantial impact of the Urban Macro deployment on the indoor system. Previously, it was agreed to study an isolated indoor office scenario, whereas in this case, the Urban Macro serves to generate interference to the indoor system and this proposal enables it. 
[bookmark: _Toc127538001][bookmark: _Toc135043687][bookmark: _Toc127538002]RAN1 to further down-select scenarios where SBFD performance improvements may be realistically possible and can be simulated/evaluated by participating entities.
[bookmark: _Toc127537953][bookmark: _Toc135043651]Dense Urban with 2-layer system has an ISD of 200m, the same needs to be used for the HetNet with Urban Macro and Indoor deployment. 
[bookmark: _Toc127538003][bookmark: _Toc115258490][bookmark: _Toc115420069][bookmark: _Toc115421601][bookmark: _Toc115426250][bookmark: _Toc115426440][bookmark: _Toc115432701][bookmark: _Toc115432766][bookmark: _Toc115434270][bookmark: _Toc115457230][bookmark: _Toc115457308][bookmark: _Toc115476241][bookmark: _Toc115476505][bookmark: _Toc115476886][bookmark: _Toc115476983][bookmark: _Toc135043688]RAN1 to agree that for evaluation of SBFD deployment 2-layer Scenario B for Case 3-2, Case 4 and dynamic/flexible TDD in FR1 (HetNet with Urban Macro and Indoor) consider the following. 
· [bookmark: _Toc127538004][bookmark: _Toc115258491][bookmark: _Toc115420070][bookmark: _Toc115421602][bookmark: _Toc115426251][bookmark: _Toc115426441][bookmark: _Toc115432702][bookmark: _Toc115432767][bookmark: _Toc115434271][bookmark: _Toc115457231][bookmark: _Toc115457309][bookmark: _Toc115476242][bookmark: _Toc115476506][bookmark: _Toc115476887][bookmark: _Toc115476984][bookmark: _Toc135043689]Layer 1: Urban Macro
· [bookmark: _Toc127538005][bookmark: _Toc135043690]Hexagonal grid with 7 macro sites and 3 sectors per site with wrap around, ISD=200m.
[bookmark: _Toc115432716][bookmark: _Toc115432781][bookmark: _Toc115420077][bookmark: _Toc115420078][bookmark: _Toc115476806][bookmark: _Toc118467408][bookmark: _Toc127537904][bookmark: _Toc131603370][bookmark: _Toc135043554]4	System Level Evaluation Methodology
[bookmark: _Toc115476807][bookmark: _Toc118467409][bookmark: _Toc127537905][bookmark: _Toc131603371][bookmark: _Toc135043555]4.1	Performance Metrics
[bookmark: _Toc115476809][bookmark: _Toc118467410][bookmark: _Toc127537906][bookmark: _Toc131603372][bookmark: _Toc135043556]4.1.1	Coverage 
One of the proposed benefits of the SBFD technology is the enhancement of uplink coverage, particularly in macro-outdoor deployments. To evaluate this benefit, a low percentile user throughput, such as the 5th percentile, can be utilized as a metric. To further quantify the improvement in coverage, a coverage metric is proposed to be derived based on the mean user throughput generated by system simulations as a function of the logarithmic path loss between the gNB and UE. This can be achieved by constructing a scatter plot of mean user throughput and path loss and averaging the values at similar path loss values to obtain a single curve of average user throughput versus path loss. Subsequently, the corresponding coverage metric can be derived by determining the path loss value for which a specified average bitrate (such as 10 Mbps for downlink and 1 Mbps for uplink as specified in Table A.1-1 of 38.830) can be maintained. This coverage metric will be referred to as "10 Mbps Coverage" for downlink and "1 Mbps Coverage" for uplink in FR1 and “25 Mbps Coverage” for DL and “5 Mbps Coverage” for UL in FR2, respectively. 

[image: ][image: ]
[bookmark: _Ref110514016][bookmark: _Hlk127199013]Figure 36: An example illustration of how to determine the "X Mbps Coverage" metric. The red curve is a moving average smoothing (using a window of 10% of the samples) of the blue average user throughput versus path loss samples. X Mbps coverage metric is then defined as the path loss value corresponding to the chosen the smoothed user throughput value (e.g. X = 1 Mbps).Agreement
RAN1 agrees link-level simulations (LLS) may be performed for various purposes related to SBFD performance and feasibility in both FR1 and FR2, interested companies may perform LLS at least for the following purpose:
· To evaluate coverage performance
· Option 1: Take link level evaluation methodology in TR 38.830 (i.e., LLS + Link budget analysis) as starting point to evaluate the coverage performance (e.g., MPL, MCL, MIL) for SBFD considering inter-gNB/sector interference and self interference. 
· Other options (e.g. SLS as a tool to obtain the coverage metric) are not precluded 
· Details on LLS including but not limited to impact of different BS antennas to channel reciprocity / BF
· FFS: 
· To evaluate advanced receivers and realistic demodulation performance
· To evaluate UE-UE CLI mitigation performance 
· To evaluate gNB-gNB CLI mitigation performance
· To evaluate feasibility and performance of self-IC accounting for realistic non-linearities in the gNB transmit and receive chains 
· Details on LLS including but not limited to impact of different BS antennas to channel reciprocity / BF



In RAN1 #111 meeting, the issue of defining a coverage metric was discussed and multiple proposals were presented. It was ultimately decided that the coverage metric would be derived through link budget analysis (Option 1), although alternative options were not ruled out. However, it is worthy to note that the proposed coverage metric based on system level simulations (Option 2) would provide a more realistic estimation of achievable coverage due to the inclusion of real-time cross-link interference (CLI) and beamforming in the simulation, as opposed to a link budget analysis that only considers path loss and penetration loss. Furthermore, the method for modeling self-interference and other CLI in link level simulations for the purpose of estimating signal-to-interference-and-noise ratio (SINR) is uncertain which requires further discussion in our opinion. Therefore, we propose to include Option 2 as additional method for defining the coverage metric.
[bookmark: _Toc111145912][bookmark: _Toc115476948][bookmark: _Toc127537954][bookmark: _Toc135043652]A coverage metric based on the pathloss corresponding to a given bit rate is a good metric for system level simulations as it considers realistic beamforming and CLI (Option 2), unlike the MPL obtained from link budget analysis (Option 1 and Option 3). 
[bookmark: _Toc111041822][bookmark: _Toc111143034][bookmark: _Toc111143066][bookmark: _Toc111143098][bookmark: _Toc111143193][bookmark: _Toc111145948][bookmark: _Toc111194315][bookmark: _Toc111229208][bookmark: _Toc111235478][bookmark: _Toc111244880][bookmark: _Toc111245645][bookmark: _Toc111213727][bookmark: _Toc111213761][bookmark: _Toc111213795][bookmark: _Toc115258517][bookmark: _Toc115420094][bookmark: _Toc115421624][bookmark: _Toc115426272][bookmark: _Toc115426462][bookmark: _Toc115432726][bookmark: _Toc115432791][bookmark: _Toc115434292][bookmark: _Toc115457252][bookmark: _Toc115457330][bookmark: _Toc115476263][bookmark: _Toc115476527][bookmark: _Toc115476908][bookmark: _Toc115477005][bookmark: _Toc127538010][bookmark: _Toc135043691]RAN1 to adopt the proposed methodology for calculating coverage metric as the maximum coupling loss corresponding to a certain (smoothed) average bit rate determined from system simulations: 10Mbps for DL and 1Mbps for UL in FR1 and 25 Mbps for DL and 5 Mbps for UL in FR2. This is called “10 Mbps coverage” for DL, “1 Mbps coverage” for UL, etc. 
[bookmark: _Toc115426279][bookmark: _Toc115426469][bookmark: _Toc115432733][bookmark: _Toc115432798][bookmark: _Toc115476842][bookmark: _Toc118467429][bookmark: _Toc127537918][bookmark: _Toc131603376][bookmark: _Toc117842897][bookmark: _Toc118467423][bookmark: _Toc135043557]5	System level evaluations
[bookmark: _Toc118467433][bookmark: _Toc127537919][bookmark: _Toc131603377][bookmark: _Toc135043558]5.1	Scenarios for system level simulations  
In this contribution, we provide evaluation results for single operator and multi-operator deployment cases in FR1 and single operator cases in FR2. 
The implementation of SBFD technology promises improved coverage and reduced latency. However, it comes at the cost of increased complexity as discussed in section 2. In our prior contributions, to gain a deeper understanding of the tradeoff between these benefits and the costs, we proposed exploring an alternative scenario that utilizes a static TDD configuration pattern of DUDDU, which features an additional U slot compared to the standard DDDDU pattern. This choice was motivated by the analysis presented in the table below, which highlights that the UL/DL resource ratio for the reference static TDD system is the not the same as SBFD network in Alt.2. Therefore, we devised a new reference static TDD system using the proposed static TDD 2UL for fair comparison between SBFD and STDD. The proposed system may provide same benefits as SBFD; improved coverage and reduced latency by leveraging the additional UL resources, especially the second U slot in the TDD configuration. Moving guard time from the D slot to the U slot is also done to make the UL/DL resource ratio as close to SBFD in Alt. 2 for a fair comparison. 
However, in this contribution we provide results for STDD Alt. 3 which also has two UL slots, and the resource ratio is close to the SBFD network in Alt. 3. In accordance with the agreement for Alt. 3 that the UL subband is 25% of the total channel bandwidth, it is noteworthy that a different SBFD configuration than Alt. 2/Alt. 4 is used for calculations.  
Table 8	Number of effective DL and UL resources in various cases 
	Duplex case
	Number of effective DL symbols
	Number of effective UL symbols
	
	DL resource ratio per TDD period (5 slots)
	UL resource ratio per TDD period (5 slots)

	[bookmark: _Hlk129868412]Alt. 2

	Static TDD: DDDSU
	3*14+12 = 54 
	14 
	
	77.14%
	20%

	
	SBFD: XXXXU with 104:55:104 resource blocks
	208/273 * (3*14 + 12) = 41.1 
	55/273 * (3*14 + 12) + 14 = 24.9 

	20.14%
	58.71%
	35.57%

	Static TDD 2UL: DUDDU with switching in U slot
	3*14 = 42 
	2*12 = 24 
	
	60%
	34.29%

	Alt. 3

	Static TDD: DDSUU
	2*14+12 = 40 
	2*14 = 28 
	
	57.14%
	40%

	
	SBFD: XXXXU with 98:67:98 resource blocks
	196/273 * (3*14 + 12) = 38.77 
	67/273 * (3*14 + 12) + 14 = 27.25 

	24.5%
	55.39%
	38.93%

	[bookmark: _Hlk129869261]Alt. 4

	Static TDD: DDDSU
	3*14+12 = 54 
	14 
	
	77.15%
	20%

	
	SBFD: XXXXX with 104:55:104 resource blocks
	208/273 * (5*14) = 53.33 
	55/273 * (5*14) = 14.1 

	20.14%
	76.15 %
	20.15%

	Alt. 1

	Static TDD: DDDSU
	3*14+12 = 54 
	14 
	
	77.15%
	20%

	
	SBFD: DXXXU with 104:55:104 resource blocks
	12+208/273 * (2*14 + 1*12) = 42.48 
	55/273 * (2*14 + 12) + 14 = 22.06 

	20.14%
	60.69 %
	31.51%



It is noteworthy that SBFD in Alt. 2/Alt. 1 have more UL resources than the reference static TDD assumed for comparison. Thus, any potential gains in UL for SBFD in Alt.2 need to consider that it might be due to the increased UL resources available for Alt. 2/Alt. 1. Alt.3 and Alt.4, on the other hand have similar UL resources for the reference static TDD network and the SBFD network.
[bookmark: _Toc135043653]Alt. 1 and Alt.2 SBFD configurations have more UL resources than the reference static TDD pattern it is compared with. Any potential gains in UL for these alternatives need to consider this impact first before drawing conclusions.  
In addition to the above, to enhance clarity and scientific rigor, we have included two sets of simulation results, labeled as “Realistic " and “Optimistic” assumptions for FR1 Urban Macro scenario. The former is based on the feasibility study in section 2.2 for WA BS, which determines realistic and achievable numbers for self-interference and inter-sector suppression levels. The latter assumes the best-case scenario for inter-sector isolation and follows RAN1's agreement of 1 dB desensitization for self-interference isolation levels. These simulation results aim to provide reliable and relevant conclusions to guide future discussions and decisions in RAN1. Table 9 presents interference suppression levels for “Realistic " and “Optimistic” assumptions in our simulations.
It is important to note that the terms “Realistic" and “Optimistic” do not necessarily indicate whether the assumptions are feasible or not. The feasibility of the assumptions depends on the specific deployment scenario and the level of uncertainty associated with the parameters being assumed which requires a feasibility study in RAN4. Furthermore, simulations are also done for SBFD antenna configuration Option 2 and Option 3, denoted as ‘SameGain’ and ‘SameArea’ in the plots, respectively. “Realistic” and “Optimistic” assumptions are denoted as ‘Real’ and ‘Opti’ in the plots, respectively. 

[bookmark: _Ref134695319][bookmark: _Ref134695277]Table 9	Interference suppression assumptions for system level simulations
	Frequency range
	Type
	Self-interference suppression level
	Tx beam nulling 
	Inter-sector interference suppression level
	Receiver model

	FR1
Urban Macro
	Realistic assumptions 
	70 dB
(Antenna isolation)
	10 dB
	75 dB
(Spatial isolation)
	RAN4 model

	
	Optimistic assumptions
	RAN1 agreement for self-interference suppression based on 1 dB desensitization
	93 dB
(Spatial isolation)
	RAN4 model

	FR2
Dense Urban 
	Realistic assumptions 
	80 dB
(Antenna isolation)
	10 dB
	88 dB
(Spatial isolation)
	RAN4 model

	
	Optimistic assumptions
	RAN1 agreement for self-interference suppression based on 1 dB desensitization
	98 dB
(Spatial isolation)
	RAN4 model



[bookmark: _Toc135043654]SBFD antenna configuration Option 2, which has double the antenna elements for SBFD when compared to reference static TDD, is the best-case scenario for SBFD. 
[bookmark: _Toc135043655]SBFD antenna configuration Option 3, which has same number of antenna elements for SBFD when compared to reference static TDD, and only half the TxRUs can be used realistically, it is the practical case for SBFD. 
[bookmark: _Toc135043656]The simulation results obtained from the “Realistic” assumptions can be considered as a more realistic estimation of the performance of SBFD in real-world scenarios, while the results from the “Optimistic” assumptions reflect the best-case scenario for SBFD’s potential performance gains. 
Considering the above discussion, we will present simulation results in FR1 for Static TDD with different TDD configurations and SBFD in three different deployment scenarios: Indoor, Urban Macro, and single operator HetNet. We also present FR2 simulation results in Dense Urban Macro, additionally. The table below provides a detailed list of simulation results with different options that is presented in this contribution. 
[bookmark: _Ref131685106][bookmark: _Ref131685095]Table 10	Deployment Scenarios considered for system level simulations in single operator and multi-operator cases for FR1 and FR2-1
	Deployment Scenarios
	Case 1
	Case 4
	Case 3-2

	Indoor office
	· FR1 
· Large and small packet size
· Realistic assumptions only
· SBFD Same gain (Option 2) and SBFD Same area (Option 3)
· Network 1 (N1):
· Baseline static TDD (Alt.2 and DUDDU, Alt.4, Alt.3)  
· SBFD (Alt.2., Alt.4, or Alt.3)
· DTDD with DL/UL dominant TDD pattern 
	· Not applicable
	· Not applicable

	Urban Macro
	· FR1 only
· Large packet size
· Realistic and Optimistic assumptions 
· SBFD Same gain (Option 2) and SBFD Same area (Option 3)
· Network 1 (N1):
· Baseline static TDD (Alt.2, Alt.4, or Alt.3)  
· SBFD (Alt.2., Alt.4, or Alt.3)
· DTDD with DL/UL dominant TDD pattern 
	· FR1 only
· Grid Shift 0% and 100%
· Large packet size
· Realistic assumptions only 
· SBFD Same gain (Option 2) only
· N1: Static TDD (Alt.2/4)
· N2: 
· Static TDD ( Alt.2., Alt.4, or Alt2 and Alt.3)
· SBFD (Alt.2., Alt.4, or Alt.3)
· DTDD with DL/UL dominant TDD pattern

	· Not applicable

	Dense Urban Macro layer
	· FR2-1 only 
· Large packet size
· Realistic and Optimistic assumptions 
· SBFD Same gain (Option 2) and SBFD Same area (Option 3)
· Network 1 (N1):
· Baseline static TDD (Alt.2 and DUDDU, Alt.4, Alt.3)  
· SBFD (Alt.2., Alt.4, or Alt.3)
· DTDD with DL/UL dominant TDD pattern
	 
	· Not applicable

	Urban Macro + Indoor office (Single operator HetNet)
	· Not applicable
	· Not applicable
	· FR1 only
· Large and small packet size
· Realistic assumptions only
· SBFD Same gain (Option 2) and SBFD Same area (Option 3)
· Layer 1 (Macro): Static TDD (Alt.2/4)
· Layer 2 (Micro): 
· Static TDD (Alt.2., Alt.4, or Alt2 and Alt.3)
· SBFD (Alt.2., Alt.4, or Alt.3)
· DTDD with DL/UL dominant TDD pattern




It is noted that the DL/UL dominant TDD pattern for DTDD network simulated is as follows:
· DL dominant TDD UL/DL configuration: {DDDSU}, where S=[12D:2G:0U]
· UL dominant TDD UL/DL configuration: {SUUUU}, where S=[12D:2G:0U]
This configuration is slightly different from the RAN1 agreement for UL-dominant TDD pattern where DSUUU was agreed for 2-Layer Scenario B. In this proposed format we provide extra U slot to the UL dominant TDD UL/DL configuration. It is worthy to note that, the total resources for DL or UL is not fixed for DTDD as it changes depending on the TDD pattern chosen. Therefore, it may not be straightforward to calculate Type-2 RU for DTDD network, so we plot Type-1 RU for DTDD networks in all the simulations within the same Type-2 RU figure for SBFD networks.  
[bookmark: _Toc118467435][bookmark: _Toc127537921][bookmark: _Toc131603378][bookmark: _Toc135043559]5.2	System level evaluation in FR1
For evaluation of SBFD in single operator networks, we conducted simulations in Urban Macro, Indoor, and HetNet deployments in FR1. For two operator networks, we conducted simulations in Urban Macro deployment. 
For the SBFD networks, we assume both Option 2 and Option 3 from the agreement on antenna modelling in which the number of antenna elements for SBFD network is twice that of the Static TDD network and same as that of the static TDD network, respectively. In addition, we simulated three different alternatives of SBFD configurations: Alt. 2 (XXXXU), Alt. 4 (XXXXX) and Alt.3 (XXXXU with 25% UL subband ratio). 
[bookmark: _Toc118467436][bookmark: _Toc127537922][bookmark: _Toc131603379][bookmark: _Toc135043560]5.2.1	Case 1: Single Operator Urban Macro 
[bookmark: _Toc131603380][bookmark: _Toc118467437][bookmark: _Toc127537923][bookmark: _Toc135043561]5.2.1.1	Alt.2 (Static TDD{DDDSU}, SBFD{XXXXU}) 
[bookmark: _Toc131603381][bookmark: _Toc135043562]5.2.1.1.1	Resource utilization per direction
 [image: ]
Figure 37: Comparison of Type-2 RU in DL (top) and UL (bottom) at low, medium, and high loads for single operator Urban Macro in FR1 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) and Type-1 RU for DTDD networks.
In the above figure, resource utilization per direction (UL, DL), Type-2 RU as agreed in RAN1 is plotted for the three scenarios with different assumptions is shown. Three example network traffic load points are chosen based on the reference static TDD system. 
The resource utilization per direction plots provides valuable insight into the behavior of various networks. Specifically, for SBFD networks, it is noted that the mean DL utilization of SBFD networks exceeds that of the static TDD network for all load points in DL, regardless of the SBFD network antenna elements nor the realistic or optimistic assumptions. Conversely, the mean utilization for UL in the SBFD networks has decreased in comparison to the reference static TDD network. As mentioned previously, this is due to an increase in the number of resources available for UL in the SBFD network deploying Alt. 2, in addition to that U slot aligned with the reference static TDD network. The trade-off of resources from DL to UL in SBFD network provides additional UL transmission opportunities, which is a defining characteristic of these Alt. 2 network configurations.
On the other hand, for DTDD network with DL/UL dominant TDD patterns, the DL utilization is usually higher than its own UL utilization. This is due to the split in traffic ratio between DL and UL, where the former is more. Furthermore, the utilization for both DL and UL is usually lower than the reference static TDD network for all loads. This is because the total resources for DL or UL is not fixed for DTDD as it changes depending on the TDD pattern.  
[bookmark: _Toc118467438][bookmark: _Toc127537925][bookmark: _Toc131603382][bookmark: _Toc135043563]5.2.1.1.2	Coverage 
[image: ]
Figure 38: Comparison of “10 Mbps Coverage” in DL (left) and “1 Mbps Coverage” in UL (right) at low, medium, and high loads for single operator Urban Macro in FR1 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) and DTDD networks.
In the figure above, the coverage metric is based on the “10 Mbps Coverage” and “1 Mbps Coverage” for DL and UL, respectively, which are indicative of larger MPL leading to better coverage. At all load levels, there does not seem to a significant difference in performance between “realistic” and “optimistic” assumptions, although there is slightly better UL coverage with “optimistic” assumptions at medium and high loads.  
At low loads, the SBFD networks exhibit similar DL coverage as the static TDD network, due to the same output powers and beamforming gains, and due to the fact the SBFD network does not suffer from high cross link interference (CLI). However, at medium and high loads, the SBFD network slightly reduces its coverage performance due to the elevated network interference, particularly intra-network co-channel CLI. Furthermore, there is 2-3 dB loss in DL coverage at low loads for SBFD network with same antenna elements as Static TDD network. However, this loss increases to almost 8-10 dB for high loads. This is due to the fact the SBFD network with “Same Area” uses half the number of antenna elements for DL than static TDD in the SBFD slot. 
Regarding UL coverage gains, there are marginal gains of ~3dB in UL coverage at low loads and almost no gains at medium and high loads for SBFD networks over static TDD network. The UL coverage of SBFD network with same antenna area as static TDD also diminishes as the load increases. This is evident due to the fact that only half the number of antenna elements are usable by the SBFD network. 
Whereas, the DTDD network provides similar coverage in DL and UL for all loads as the Static TDD network.   
[bookmark: _Toc118467439][bookmark: _Toc127537926][bookmark: _Toc131603383][bookmark: _Toc135043564]5.2.1.1.3	User Throughput
  [image: ] 
[bookmark: _Ref118468413]Figure 39: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (top) and UL (bottom) at low, medium, and high loads for single operator Urban Macro in FR1 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) and DTDD networks.
The user throughput plots shown in Figure 40, allow to make several observations. Firstly, the SBFD XXXXU networks have lower DL cell-edge, median, and 95%ile throughputs than a static TDD network across all load points. This is due to the reduced DL resources in the SBFD networks in comparison to the reference static TDD network, hindering their ability to achieve high DL user throughputs at all loads. At medium and high loads, the SBFD networks suffer from higher network interference as the network resource utilization levels increase and diminishes DL performance. For example, the cell-edge DL throughput of a SBFD network with double-sized antenna is 65% lower than the reference static TDD network and it increases to about 84% for SBFD network with same antenna size as a static TDD network.
A SBFD network with double-sized antenna has more DL cell-edge, median and 95%ile throughputs than a SBFD network with same antenna size as Static TDD network. Similar to coverage enhancements, there is no significant difference in performance of SBFD networks with “realistic” and “optimistic” assumptions. 
An SBFD network XXXXU with double-sized antenna provides better UL median and cell-edge user throughputs than a reference static TDD network, particularly at low loads. For instance, the median UL user throughput increases by ~72%, and the cell-edge user throughput increases by up to ~218% at low loads. However, these gains decrease with increased traffic loads, and at high loads, the UL median and cell-edge user throughputs are like the reference static TDD network, meaning that the interference in the UL subband is so high that they can hardly serve any throughput. Assuming “Optimistic” assumptions improves the UL cell-edge, median and 95%ile throughput for SBFD XXXXU network but only slightly. 
DTDD network also performs as well as an SBFD network with same area at low loads, but the gains diminish as the load increases owing to the intra-network CLI.  
[bookmark: _Toc131603384][bookmark: _Toc135043565]5.2.1.1.4	Latency
Figure 41 displays the latency results, which follow similar trends as the user throughput. 
In DL, the worst-case latency (95%ile latency) increases with load and SBFD antenna configuration and is generally higher for SBFD networks. The optimistic assumptions allow better isolation between Tx and Rx in the SBFD gNBs, so this enables more UL to be transmitted in the SBFD slots at high loads than the SBFD network with realistic assumptions, generating higher CLI in SBFD DL subbands. Therefore, one can note that the optimistic case DL latency is higher than the realistic for medium and high loads. Furthermore, the latency of an SBFD network with double-sized antenna is smaller than the latency of the SBFD network with same antenna size as a static TDD network.
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Figure 40: Comparison of 5%ile, 50%ile and 95%ile latency for DL (top) and UL (bottom) at low, medium, and high loads for single operator Urban Macro in FR1 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) and DTDD networks.
In UL, SBFD XXXXU offers comparable performance to STDD for all load levels, with optimistic assumptions resulting in slightly reduced latency compared to STDD. There is a latency reduction of about 37% at low loads for the best-case latency (5%ile) situation. The SBFD network, when operating under realistic assumptions, exhibits high latencies even in the best-case and median latency scenarios, because of the considerable interference in the UL subbands for all slots as the load increases. However, the situation improves significantly when the network has better isolation, which is reflected in the substantial reduction in latency observed under optimistic assumptions.
[bookmark: _Toc127548805][bookmark: _Toc127554524][bookmark: _Toc127515698][bookmark: _Toc127516154][bookmark: _Toc127535841][bookmark: _Toc127536262][bookmark: _Toc127536488][bookmark: _Toc127536688][bookmark: _Toc127536959][bookmark: _Toc127537821][bookmark: _Toc127537961][bookmark: _Toc127539418][bookmark: _Toc127548806][bookmark: _Toc127554525][bookmark: _Toc131603385][bookmark: _Toc127537927][bookmark: _Toc118467440][bookmark: _Toc135043566]5.2.1.2	Alt.4 (Static TDD{DDDSU}, SBFD{XXXXX})
[bookmark: _Toc131603386][bookmark: _Toc135043567]5.2.1.2.1	Resource utilization per direction
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Figure 41: Comparison of Type-2 RU in DL (top) and UL (bottom) at low, medium, and high loads for single operator Urban Macro in FR1 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) and Type-1 RU for DTDD networks.
For the SBFD XXXXX networks , DL utilization is almost same as the reference static TDD network at low and medium but increases at high loads. For SBFD network with “Realistic” assumptions, UL utilization is significantly reduced due to the increase in inter-sector interference and self-interference resulting from assuming realistic isolation values at high loads, and slightly reduced at low and medium loads. Conversely, the SBFD XXXXX network with “Optimistic” assumptions shows a noticeable increase in UL utilization at medium and high loads compared to other networks. An SBFD network having better interference suppression(Optimistic) enables SBFD slots to be utilized more often at medium and high loads.
[bookmark: _Toc131603387][bookmark: _Toc135043568]5.2.1.2.2	Coverage 
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Figure 42: Comparison of “10 Mbps Coverage” in DL (left) and “1 Mbps Coverage” in UL (right) at low, medium, and high loads for single operator Urban Macro in FR1 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) and DTDD networks.
For an SBFD network with all SBFD slots (XXXXX), it exhibits similar DL coverage as the static TDD system across all loads. This is because of having similar DL resources in the reference system and the SBFD network. UL coverage gains are marginal about 3 dB at low loads, but quickly diminish as the load increases and at high loads, an SBFD XXXXX network with realistic assumptions, is not able to provide any UL coverage at 1 Mbps target data rate.
[bookmark: _Toc131603388][bookmark: _Toc135043569]5.2.1.2.3	User Throughput
  [image: ]
Figure 43: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (top) and UL (bottom) at low, medium, and high loads for single operator Urban Macro in FR1 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) and DTDD networks.
Similar to coverage improvements, there are improvements in UL at low loads for the cell-edge and median throughput, but it quickly diminishes as the load increases and at high loads, there is hardly any cell-edge throughput for realistic assumptions of SBFD networks. This is because, at high loads, all the SBFD slots are heavily interfered and is unusable for UL transmissions due to gNB-gNB CLI. 
[bookmark: _Toc131603389][bookmark: _Toc135043570]5.2.1.2.4	Latency
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Figure 44: Comparison of 5%ile, 50%ile and 95%ile latency for DL (top) and UL (bottom) at low, medium, and high loads for single operator Urban Macro in FR1 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) and DTDD networks.

[bookmark: _Toc131603390][bookmark: _Toc135043571]5.2.1.3	Alt.3 (Static TDD{DDSUU}, SBFD{XXXXU})
Alt. 3 is an important use case to study, as this allows same resources ratio for UL and DL , between reference static TDD and SBFD, when compared to Alt. 2. 
[bookmark: _Toc131603391][bookmark: _Toc135043572]5.2.1.3.1	Resource utilization per direction
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Figure 45: Comparison of Type-2 RU in DL (top) and UL (bottom) at low, medium, and high loads for single operator Urban Macro in FR1 deploying static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and Type-1 RU for DTDD networks.

[bookmark: _Toc131603392][bookmark: _Toc135043573]5.2.1.3.2	Coverage 
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Figure 46: Comparison of “10 Mbps Coverage” in DL (left) and “1 Mbps Coverage” in UL (right) at low, medium, and high loads for single operator Urban Macro in FR1 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 3) and DTDD networks.
 The behavior of Coverage in Alt3 SBFD networks is similar to the Alt 4 case in single operator, as the resources are similar between the reference static TDD and SBFD networks. 
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Figure 47: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (top) and UL (bottom) at low, medium, and high loads for single operator Urban Macro in FR1 deploying static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and DTDD networks.
[bookmark: _Toc131603394][bookmark: _Toc135043575]5.2.1.3.4	Latency
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Figure 48: Comparison of 5%ile, 50%ile and 95%ile latency for DL (top) and UL (bottom) at low, medium, and high loads for single operator Urban Macro in FR1 deploying static TDD{DDSUU}, SBFD{XXXU} (Alt. 3) and DTDD networks.
[bookmark: _Toc135043657]For single operator Urban Macro scenario in FR1, UL performance gains of SBFD network in terms of coverage, latency and cell-edge user throughputs decrease as the load in the network increases. 
[bookmark: _Toc135043658]For single operator Urban Macro scenario in FR1, the proposed DTDD network provides comparable performance as an SBFD network in terms of coverage, latency, and cell-edge user throughput in both DL and UL without having to deal with the hardware-complexity of SBFD network.
[bookmark: _Toc135043659]For single operator Urban Macro scenario in FR1, the UL performance gains for an SBFD network with all SBFD slots (XXXXX) in cell-edge user throughput is on par with SBFD with XXXXU at low loads but the performance drops considerably at medium and high loads due to significant interference limitations in all the SBFD slots. Further, even with optimistic assumptions for self-interference and inter-sector suppression, there is no noteworthy improvement in UL performance of an SBFD XXXXX network.
[bookmark: _Toc131603395][bookmark: _Toc135043576]5.2.2	Case 4: Two Operator Urban Macro
Based on the results of our system level simulations for single operator scenarios, we have concluded that an SBFD network equipped with double-sized antennas and an SBFD configuration of XXXXU provides better UL coverage and significantly higher UL cell-edge user throughputs at low traffic loads compared to a static TDD network. In real-world scenarios, there are typically multiple operators sharing the same frequency band which may impact the performance gains obtained at low loads for single operator scenario. Furthermore, while the use of an “Optimistic” set of assumptions resulted in a slight improvement in SBFD network performance, the assumption of 1 dB of desense due to self-interference is likely to be challenging in practice for wide area BS and requires further study in RAN4. Therefore, in the two operator simulations for Urban Macro we assume “Realistic” assumptions that considers real-world scenarios. In addition, we consider both 0% and 100% grid shift for two operator scenarios. It should be noted that a 100% grid shift scenario may be considered overly optimistic as it is common for operators to share the same mast. As a result, a 100% grid shift scenario could be considered favorable to SBFD since there won't be interference challenges arising from co-sited inter-operator interference. 
In addition, we observed that an SBFD network with SBFD configuration XXXXX performs very poorly in terms of UL cell-edge throughout and coverage at medium and high loads. This is primarily due to higher network interference at high loads leading to reduced performance in UL. Therefore, it may be more beneficial to explore other SBFD configurations like XXXXU in real-world deployment scenarios when compared to a reference static TDD pattern of DDDDU.
Therefore, it is necessary to assess the real-world performance gain of SBFD by conducting system level simulations of two-operator scenarios (Case 4) using “Realistic" assumptions to determine if there are any gains for SBFD. In the simulations, operator 1 is always a legacy Static TDD network with DDDDU pattern, while operator 2 contains a baseline reference static TDD configuration whose performance is compared with different flavors of SBFD and DTDD networks. 
It should be noted that only the performance metrics for operator 2 is shown in the plots. This gives a good comparison of the performance gains of various SBFD networks in comparison with a legacy static TDD network. It is also worthy to note that the traffic loading is assumed symmetrical in both operators; this means that both operators have low, medium, and high loads at the same time in the simulation. In real-world application, the traffic loading of one operator is unknown to the other operator, therefore, this case could be considered favorable to SBFD. 
[bookmark: _Toc131603396][bookmark: _Toc127537928][bookmark: _Toc135043577]5.2.2.1	Alt.2 (Network 1: Static TDD{DDDSU}, Network 2: SBFD{XXXXU}) 
[bookmark: _Toc131603397][bookmark: _Toc135043578]5.2.2.1.1	Resource utilization per direction 
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Figure 49: Comparison of Type-2 RU in DL (top) and UL(bottom) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) and Type-1 RU for DTDD coexisting with Network 1 in FR1 deploying baseline static TDD at low, medium, and high loads in both networks with 0% grid shift.
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Figure 50: Comparison of Type-2 RU in DL (top) and UL(bottom) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) and Type-1 RU for DTDD, coexisting with Network 1 in FR1 deploying baseline static TDD at low, medium, and high loads in both networks with 100% grid shift.
[bookmark: _Toc127537929][bookmark: _Toc131603398]The RU behavior is quite like the single operator case where there is an increase in DL utilization for SBFD networks and reduction in UL utilization when compared to static TDD network in both grid shifts. 
[bookmark: _Toc135043579]5.2.2.1.2	Coverage
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Figure 51: Comparison of “DL 10 Mbps Coverage” (left) and “UL 1 Mbps Coverage” (right) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium, and high loads in both networks with 0% grid shift.
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Figure 52: Comparison of “10 Mbps Coverage” for DL(left) and “1 Mbps Coverage” (right) for UL Network 2 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium, and high loads in both networks with 100% grid shift.
In the figure, we compare the DL and UL coverage of an SBFD network with a static TDD network at low, medium, and high traffic loads. It is evident that both networks provide similar DL coverage at low loads since they are equipped with equal output powers and beamforming gains. However, as the load increases, the DL coverage slightly diminishes for both networks. In UL, the SBFD same gain network provides slightly increased coverage at low loads but provides similar coverage as the static TDD network for medium and high loads. This is because the UL-only slot in XXXXU is used while the SBFD slots are affected by inter-network interference, which increases as the load increases. It is essential to evaluate the coverage improvements in conjunction with throughput improvements, which will be discussed in the following sub-section. 
[bookmark: _Toc127537930][bookmark: _Toc131603399][bookmark: _Toc135043580]5.2.2.1.3	User Throughput 
The 5%ile, 50%ile and 95%ile Average- UPT for operator 2 deploying SBFD/ DTDD networks for DL and UL are plotted for all the cases in the following figure. 
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Figure 53: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (top) and UL (bottom) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium, and high loads in both networks with 0% grid shift.
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Figure 54: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (top) and UL (bottom) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium, and high loads in both networks with 100% grid shift.
Similar as for the single operator case, the SBFD have lower 5%tile, 50%ile and 95%ile DL throughput compared to the static TDD baseline. This is because the amount of DL resources of the SBFD networks have decreased in comparison to the reference static TDD network (refer Table 10), thus preventing them from achieving high DL user throughputs at low load. At high loads, the cell-edge DL throughput is quite low compared to the baseline static TDD network for both grid shifts.
For UL cell-edge throughput, the conclusions from single operator case still holds when the load in the networks are low for 100% grid shift. For high and medium loads, the UL performance in terms of cell-edge throughput gains compared to static TDD for both the SBFD networks diminish. This is due to the additional CLI from the neighboring static TDD network on the SBFD slot. It should be noted that the performance of the SBFD networks is lower bounded by that of a static TDD network, because in case the SBFD slots are heavily interfered, all UL traffic can be scheduled on the UL slot at the end. The overall performance of 100% grid shift is only slightly better than 0% grid shift for cell-edge throughput. Median and 95%ile throughput is more for 100% grid shift as it does not have to deal with interference from co-sited BSs.  
Although the impact to legacy operator (operator 1) deploying static TDD when coexisting with baseline static TDD and SBFD/DTDD networks is not shown, it is worthy to note that for Alt2 SBFD schemes, owing to the protected/coordinated U-slot at the end of the TDD pattern, it prevents inter-operator gNB-gNB CLI for the UL slot, thereby safeguarding the legacy operator. The same applies when the legacy operator coexists with DTDD (DL dominant DDDDU and UL dominant DUUUU pattern), where a coordinated U-slot is also present at the end to prevent inter-operator gNB-gNB CLI.
[bookmark: _Toc131603400][bookmark: _Toc135043581]5.2.2.1.4	Latency
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Figure 55: Comparison of 5%ile, 50%ile and 95%ile latency for DL (top) and UL (bottom) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium, and high loads in both networks with 0% grid shift.
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Figure 56: Comparison of 5%ile, 50%ile and 95%ile latency for DL (top) and UL (bottom) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium, and high loads in both networks with 100% grid shift.
[bookmark: _Toc127537931]The figure above provides an overview of DL and UL latency in various networks. The results show that for DL, SBFD XXXXU networks have slightly higher worst-case latency compared to the reference static TDD network for low loads, and significantly higher latency for medium and high loads, especially for same area SBFD network. This can be attributed to increased DL utilization at higher loads. Additionally, the best-case latency for these networks is also worse than the reference static TDD network, but only by a small margin (1-3ms) at low and medium loads, but increases to a big margin at high loads.
In terms of UL latency, SBFD XXXXU networks have worst-case latencies comparable to the reference static TDD network at high loads, and better at low and medium loads. Additionally, the best-case latency for these networks is also better than the reference static TDD network for all loads.
[bookmark: _Toc131603401][bookmark: _Toc135043582]5.2.2.2	Alt.4 (Network 1: Static TDD{DDDSU}, Network 2: SBFD{XXXXX}) 
[bookmark: _Toc131603402][bookmark: _Toc135043583]5.2.2.2.1	Resource utilization per direction 
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Figure 57: Comparison of Type-2 RU in DL (top) and UL(bottom) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) and Type-1 RU for DTDD, coexisting with Network 1 in FR1 deploying baseline static TDD at low, medium and high loads in both networks with 0% grid shift.
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Figure 58: Comparison of Type-2 RU in DL (top) and UL(bottom) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) and Type-1 RU for DTDD, coexisting with Network 1 in FR1 deploying baseline static TDD at low, medium and high loads in both networks with 100% grid shift.
The RU plots for SBFD networks with XXXXX configuration is similar to the reference static TDD network in DL for all loads and considerably lower in UL at high loads. This is because UL at high loads need to be served in the SBFD slots, but these slots are heavily interfered at high loads. 
[bookmark: _Toc131603403][bookmark: _Toc135043584]5.2.2.2.2	Coverage
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Figure 59: Comparison of “10 Mbps Coverage” for DL(left) and “1 Mbps Coverage” (right) for UL Network 2 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium and high loads in both networks with 0% grid shift.
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Figure 60: Comparison of “10 Mbps Coverage” for DL(left) and “1 Mbps Coverage” (right) for UL Network 2 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium and high loads in both networks with 100% grid shift.
Similar to single operator case, the UL coverage drops considerably at high loads for SBFD networks when compared with reference static TDD network. 
[bookmark: _Toc131603404][bookmark: _Toc135043585]5.2.2.2.3	User Throughput 
In the following analysis, the 5%ile, 50%ile and 95%ile Average-UPT  plot for DL and UL are plotted for all the cases in the following figure. 
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Figure 61: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (top) and UL (bottom) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium and high loads in both networks with 0% grid shift.
 [image: ]
Figure 62: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (top) and UL (bottom) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium and high loads in both networks with 100% grid shift.
The cell-edge, median and 95%ile Average-UPT in DL for SBFD network XXXXX is quite like the reference static TDD at all loads. This is because, they have the same number of resources in both the systems. However, for UL, there is gains for cell-edge, median and 95%ile Average-UPT at low loads but the gains vanish quickly as the load increases, for reasons mentioned before. 
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Figure 63: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (top) and UL (bottom) for Network 1 deploying baseline static TDD{DDDSU} when coexisting with Network 2 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) or DTDD at low, medium, and high loads in both networks for 0% grid shift.
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Figure 64: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (top) and UL (bottom) for Network 1 deploying baseline static TDD{DDDSU} when coexisting with Network 2 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) or DTDD at low, medium, and high loads in both networks for 100% grid shift.
When evaluating the performance of the legacy static TDD operator in conjunction with SBFD Alt 4, it becomes evident that there is a degradation in UL performance at the 5th, 50th, and 95th percentiles Average-UPT. This deterioration is primarily caused by the presence of inter-operator gNB-gNB CLI in the last slot, which occurs from SBFD to the legacy operator for both 0% and 100% grid shift. Under medium to high loads, the static TDD operator is significantly impacted, to the extent that its performance is entirely compromised by SBFD operator. There is no impact on the DL performance of the legacy operator. It is worthy to note that the DTDD performs as good as a neighboring operator deploying a coordinated STDD. 
[bookmark: _Toc131603405][bookmark: _Toc135043586]5.2.2.2.4	Latency
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Figure 65: Comparison of 5%ile, 50%ile and 95%ile latency for DL (top) and UL (bottom) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium and high loads in both networks with 0% grid shift.
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Figure 66: Comparison of 5%ile, 50%ile and 95%ile latency for DL (top) and UL (bottom) for Network 2 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium and high loads in both networks with 100% grid shift.
The performance of latency is also similar to the throughput performance explained in the previous sub-section.

[bookmark: _Toc131603406][bookmark: _Toc135043587]5.2.2.3	Alt.3 (Network 1: Static TDD{DDDSU}, Network 2: SBFD{XXXXU} / Static TDD{DDSUU}) 

[bookmark: _Toc131603407][bookmark: _Toc135043588]5.2.2.3.1	Resource utilization per direction 
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Figure 67: Comparison of Type-2 RU in DL (top) and UL(bottom) for Network 2 deploying static TDD, static TDD{DDSUU} (Alt. 3), SBFD{XXXXU} (Alt. 3) and Type-1 RU for DTDD, coexisting with Network 1 in FR1 deploying baseline static TDD at low, medium and high loads in both networks with 0% grid shift.
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Figure 68: Comparison of Type-2 RU in DL (top) and UL(bottom) for Network 2 deploying static TDD, static TDD{DDSUU} (Alt. 3), SBFD{XXXXU} (Alt. 3) and Type-1 RU for DTDD, coexisting with Network 1 in FR1 deploying baseline static TDD at low, medium and high loads in both networks with 100% grid shift.
In the above figure, resource utilization per direction (UL, DL) is plotted. First, for all load points, SBFD and static TDD Alt.3 have higher mean DL utilization than a static TDD network coexisting with a static TDD network for both 0% and 100% grid shift. Static TDD Alt.3 has almost the same mean resource utilization in DL as a same gain SBFD network. On the other hand, the mean utilization for UL has decreased for SBFD network and Static TDD Alt. 3 network in comparison with reference static TDD network. 
 
[bookmark: _Toc131603408][bookmark: _Toc135043589]5.2.2.3.2	Coverage
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Figure 69: Comparison of “10 Mbps Coverage” for DL(left) and “1 Mbps Coverage” (right) for UL Network 2 deploying static TDD, static TDD{DDSUU} (Alt. 3), SBFD{XXXXU} (Alt. 3) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium and high loads in both networks with 0% grid shift.
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Figure 70: Comparison of “10 Mbps Coverage” for DL(left) and “1 Mbps Coverage” (right) for UL Network 2 deploying static TDD, static TDD{DDSUU} (Alt. 3), SBFD{XXXXU} (Alt. 3) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium and high loads in both networks with 100% grid shift.
[bookmark: _Toc131603409][bookmark: _Toc135043590]5.2.2.3.3	User Throughput 
In the following analysis, the 5%ile, 50%ile and 95%ile user throughput plot for DL and UL are plotted for all the cases in the following figure. 
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Figure 71: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (top) and UL (bottom) for Network 2 deploying static TDD, static TDD{DDSUU} (Alt. 3), SBFD{XXXXU} (Alt. 3) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium and high loads in both networks with 0% grid shift.
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Figure 72: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (top) and UL (bottom) for Network 2 deploying static TDD, static TDD{DDSUU} (Alt. 3), SBFD{XXXXU} (Alt. 3) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium and high loads in both networks with 100% grid shift.
 
The trends of performance of SBFD operator Alt3 is similar to the performance of Alt2, however, it is worthy to note that in Alt 3 the resources are aligned between static TDD_Alt3 and SBFD. Furthermore, regarding impact to legacy operator, it is also similar to Alt 2. 
[bookmark: _Toc131603410][bookmark: _Toc135043591]5.2.2.3.4	Latency
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Figure 73: Comparison of 5%ile, 50%ile and 95%ile latency for DL (top) and UL (bottom) for Network 2 deploying static TDD, static TDD{DDSUU} (Alt. 3), SBFD{XXXXU} (Alt. 3) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium and high loads in both networks with 0% grid shift.
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Figure 74: Comparison of 5%ile, 50%ile and 95%ile latency for DL (top) and UL (bottom) for Network 2 deploying static TDD, static TDD{DDSUU} (Alt. 3), SBFD{XXXXU} (Alt. 3) or DTDD coexisting with Network 1 deploying baseline static TDD at low, medium and high loads in both networks with 100% grid shift.

[bookmark: _Toc135043660]For two operator scenarios in FR1, the conclusions on performance gains of SBFD networks are similar to the conclusions from single operator analysis. 
[bookmark: _Toc131603411][bookmark: _Toc135043592]5.2.3	Case 1: Single Operator Indoor Office
We conducted system simulation for indoor scenario to evaluate system performance for the three different Alternatives, Alt. 2, 3, 4 as described in Table 10. Furthermore, for each Alt. we simulate two sets of schemes based on big packet sizes and small packet sizes which are shown side-by-side to show performance gains of SBFD due to the packet lengths (Big packet sizes: 0.5Mbyte for DL and 0.125Mbytes for UL, Small packet sizes: 4Kbytes for DL and 1Kbyte for UL). For indoor scenario, with focus on UL latency improvement, we also simulate static TDD with 2 UL slots where one UL slot is in earlier position (i.e., DUDDU) whose UL resource amount is almost the same with UL resource amount of Alt.2 SBFD for fair comparison. 
In the simulation, data latency is measured from user data arrival at the transmitter and decoding finish at the receiver, accounting for scheduling delay, encoding delay, transmission time and decoding delay. For UL transmission, delays due to SR and UL grant transmission are also considered. Infinite control channel resource is assumed to avoid DCI and SR resource contention. 
There are currently two pending issues related to assumptions for indoor use case, namely whether to use “Realistic" or “Optimistic” assumptions. The “Optimistic” assumptions, which are based on a RAN1 agreement of using 1 dB dense for self-interference suppression, may not be accurate for indoor case since this agreement assumes a fixed noise figure of 5 dB for all BS classes. Additionally, indoor deployments do not require sectorization, which eliminates the need for inter-sector isolation. As a result, more realistic values for spatial isolation are assumed and receiver blocking is enabled using the proposed model for the indoor simulations. It is noteworthy that the "optimistic" scenario of 1 dB desense for indoor corresponds to approximately 120 dB suppression. However, the "realistic" assumptions we make assume 75 dB antenna isolation including 5 dB transmission beam nulling, and 42 dB adjacent channel interference rejection (ACIR) component, which already satisfies the 1 dB desense requirement and beyond.
[bookmark: _Toc131603412][bookmark: _Toc127537932][bookmark: _Toc118467441][bookmark: _Toc135043593]5.2.3.1 	Alt.2 (Static TDD{DDDSU}, SBFD{XXXXU})
[bookmark: _Toc131603413][bookmark: _Toc135043594]5.2.3.1.1	Resource Utilization
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[bookmark: _Hlk131499389]Figure 75: Comparison of Type-2 RU in DL(top) and UL (bottom) at low, medium, and high loads for Indoor Network in FR1 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) and Type-1 RU for DTDD for big packet sizes.
Similar to the results for Urban Macro, the resource utilization for SBFD networks increase for DL compared to the reference static TDD network, especially for medium and high loads due to the lack of resources for DL at those loads. On the contrary, the RU for SBFD network in UL is lower than reference static TDD. The RUs for DTDD are generally lower for DTDD since we plot type-1 RU for DTDD. The trends are similar for big and small packet sizes.
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Figure 76: Comparison of Type-2 RU in DL(top) and UL (bottom) at low, medium, and high loads for Indoor Network in FR1 deploying static TDD{DDDSU}, static TDD 2UL{DUDDU}, SBFD{XXXXU} (Alt. 2) and Type-1 RU for DTDD for small packet sizes.
[bookmark: _Toc127537933][bookmark: _Toc131603414][bookmark: _Toc135043595]5.2.3.1.2	User Throughput
Figure 77 and Figure 78 show that both SBFD XXXXU and static TDD 2UL DUDDU offer significantly better cell-edge user throughput, median throughput, and 95%ile throughput compared to the reference static TDD network in UL, albeit at a significant cost of reduced DL cell-edge user throughput, median throughput, and 95%ile throughput because of more UL resource allocation in the former two cases. It is worth noting that at high load, cell-edge user DL throughput for SBFD XXXXU is very poor compared to the reference static TDD. Moreover, DTDD performs particularly well for both DL and UL at low load for big packets. For small packets, DTDD performs not as good due to the limitation that we only have two patterns to select (DDDSU and SUUUU) which are not optimize for small packets in UL since either UL resource is scarce for UL transmissions (for DDDSU) or DL resource is spare for UL grant transmission opportunities (for SUUUU).
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[bookmark: _Ref118468324][bookmark: _Ref127536145]Figure 77: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (Top) and UL (Bottom) at low, medium, and high loads for Indoor Network in FR1 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) and DTDD for big packet sizes.
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[bookmark: _Ref131679959]Figure 78: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (Top) and UL (Bottom) at low, medium, and high loads for Indoor Network in FR1 deploying static TDD{DDDSU}, static TDD 2UL{DUDDU}, SBFD{XXXXU} (Alt. 2) and DTDD for small packet sizes.
[bookmark: _Toc131547099][bookmark: _Toc131574671][bookmark: _Toc131577069][bookmark: _Toc131589016][bookmark: _Toc131603464][bookmark: _Toc131607141][bookmark: _Toc118467442][bookmark: _Toc127537934][bookmark: _Toc131603415][bookmark: _Toc135043596]5.2.3.1.3	Latency
When comparing UL latency with the reference static TDD, it can be observed that SBFD (and Static TDD 2UL DUDDU for small packet sizes) demonstrate significantly reduced UL latency at all three-system load conditions. Meanwhile DL latency deteriorates clearly at high load scenario, which is the consequence of increased resource utilization and higher interference. For big packets, DTDD performs quite well for both DL and UL at low load.
Furthermore, it can be observed that SBFD and static TDD 2UL DUDDU networks demonstrate comparable median and cell-edge user latency in both DL and UL. 
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Figure 79: Comparison of 5-th%ile, 50%ile and 95%ile latency at low, medium and high loads Indoor Network in FR1 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2), and DTDD for big packet sizes.
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Figure 80: Comparison of 5-th%ile, 50%ile and 95%ile latency at low, medium and high loads Indoor Network in FR1 deploying static TDD{DDDSU}, static TDD 2UL{DUDDU}, SBFD{XXXXU} (Alt. 2), and DTDD for small packet sizes.
[bookmark: _Toc131603416][bookmark: _Toc135043597]5.2.3.2 	Alt.4 (Static TDD{DDDSU}, SBFD{XXXXX})
[bookmark: _Toc131603417][bookmark: _Toc135043598]5.2.3.2.1	Resource Utilization
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Figure 81: Comparison of Type-2 RU in DL(top) and UL (bottom) at low, medium, and high loads for Indoor Network in FR1 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) and Type-1 RU for DTDD for big packet sizes.
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Figure 82: Comparison of Type-2 RU in DL(top) and UL (bottom) at low, medium, and high loads for Indoor Network in FR1 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) and Type-1 RU for DTDD for small packet sizes.
The resource utilization for SBFD XXXXX networks increase for both DL and UL compared to the reference static TDD network, especially for medium and high loads. The reason is due to higher interferences while the UL/DL resource splitting are similar for static TDD and SBFD. The trends are similar for large and small packet sizes.
[bookmark: _Toc131603418][bookmark: _Toc135043599]5.2.3.2.2	User Throughput
Figure 83 shows that for big packet sizes, SBFD XXXXX offers almost the same cell-edge user throughput, median throughput, and 95%ile throughput compared to the reference static TDD network. Any slightly improvement in the UL leads to a slight degradation in DL performance for SBFD. Moreover, DTDD performs particularly well for both DL and UL at all loads for big packets. For small packet size SBFD offers some gains for indoor scenario thanks to less interference issues. However, as we show in section 5.2.3.1, a simpler scheme STDD 2UL DUDDU could offer similar gains. 
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[bookmark: _Ref131677836]Figure 83: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (Top) and UL (Bottom) at low, medium, and high loads for Indoor Network in FR1 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) and DTDD for big packet sizes.
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Figure 84: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (Top) and UL (Bottom) at low, medium, and high loads for Indoor Network in FR1 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) and DTDD for small packet sizes.
[bookmark: _Toc131603419][bookmark: _Toc135043600]5.2.3.2.3	Latency
When comparing UL latency with the reference static TDD for big packet sizes, it can be observed that SBFD XXXXX does not offer any significant gain in term of latency. In fact, the SBFD with same area has worst 5% latencies that rapidly increase with load. For small packet sizes, SBFD provide some gains. However, as we mentioned above a simpler scheme STDD 2UL DUDDU could offers similar gains. 
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Figure 85: Comparison of 5-th%ile, 50%ile and 95%ile worst case latency mean latency at low, medium and high loads Indoor Network in FR1 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) and DTDD for big packet sizes.
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Figure 86: Comparison of 5-th%ile, 50%ile and 95%ile worst case latency mean latency at low, medium and high loads Indoor Network in FR1 deploying static TDD{DDDSU}, SBFD{XXXXX} (Alt. 4) and DTDD for small packet sizes.
[bookmark: _Toc131603420][bookmark: _Toc135043601]5.2.3.3 	Alt.3 (Static TDD{DDSUU}, SBFD{XXXXU})
[bookmark: _Toc131603421][bookmark: _Toc135043602]5.2.3.3.1	Resource Utilization
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Figure 87: Comparison of Type-2 RU in DL(top) and UL (bottom) at low, medium, and high loads for Indoor Network in FR1 deploying static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and Type-1 RU for DTDD for big packet sizes.
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Figure 88: Comparison of Type-2 RU in DL(top) and UL (bottom) at low, medium, and high loads for Indoor Network in FR1 deploying static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and Type-1 RU for DTDD for small packet sizes.
The resource utilization for SBFD networks slightly increases for both DL and UL compared to the reference static TDD network, especially for medium and high loads due to more interferences. The trends are similar for both large and small packet sizes.
[bookmark: _Toc131603422][bookmark: _Toc135043603]5.2.3.3.2	User Throughput
Figure 89 shows that for big packet sizes, SBFD XXXXU with “same gain” antenna offers slightly better cell-edge user throughput, median throughput, and 95%ile throughput compared to the reference static TDD network, albeit at a slight cost of reduced DL cell-edge user throughput, median throughput, and 95%ile throughput. For “Same area” antenna, SBFD XXXXU performs worse than STDD at medium and high loads both in DL and UL. Moreover, DTDD performs particularly well for both DL and UL at low and medium loads for big packets.
For small packet sizes, SBFD XXXXU offers some gains for UL due to more frequent UL resource. However, as we mentioned above, a simpler scheme STDD 2UL DUDDU could offers similar gains.
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[bookmark: _Ref131677769][bookmark: _Ref131677759]Figure 89: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (Top) and UL (Bottom) at low, medium, and high loads for Indoor Network in FR1 deploying static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and DTDD for big packet sizes.
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Figure 90: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (Top) and UL (Bottom) at low, medium, and high loads for Indoor Network in FR1 deploying static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and DTDD for small packet sizes.
[bookmark: _Toc131603423][bookmark: _Toc135043604]5.2.3.3.3	Latency
When comparing UL latency with the reference static TDD for big packet sizes, it can be observed that SBFD XXXXU does not offer any significant gain in term of latency. For small packet sizes, SBFD provides some latency gains. However, as we mentioned above a simpler scheme STDD 2UL DUDDU could offers similar gains. 
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Figure 91: Comparison of 5-th%ile, 50%ile and 95%ile latency at low, medium and high loads Indoor Network in FR1 deploying static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and DTDD for big packet sizes.
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Figure 92: Comparison of 5-th%ile, 50%ile and 95%ile latency at low, medium and high loads Indoor Network in FR1 deploying static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and DTDD for small packet sizes.
Based on the above results for Alt.2, Alt.3, Alt.4, we have the following observation.
[bookmark: _Toc135043661]FR1 Indoor simulation results show that 
· [bookmark: _Toc135043662]For big packets: When part of DL resource is shifted to UL (compared to reference static TDD Alt.2), SBFD Alt. 2 and static TDD 2UL networks provide better user throughput and latency in the UL compared to the reference static TDD (Alt. 2) network, at the cost of decreased DL performances. When DL/UL resource splitting are similar (compared to reference static TDD Alt. 3,4), SBFD Alt. 3, 4 do not provide meaningful gains compared to static TDD in both UL and DL. Moreover, dynamic TDD offers quite good performance (i.e., similar or even better) compared to SBFD and static TDD for all Alternatives.  
· [bookmark: _Toc135043663]For small packets: SBFD (all Alternatives) offer some gains in term of throughput and latency compared to reference static TDDs. However, a simpler static TDD with 2 UL slots DUDDU would offer similar gains.
[bookmark: _Toc135043605]5.2.4	Case 3-2: Single Operator HetNet (Urban Macro + Indoor Office)

[bookmark: _Toc135043606]5.2.4.1 	Alt.2 (Static TDD{DDDSU}, SBFD{XXXXU})
[bookmark: _Toc135043607]5.2.4.1.1	Resource Utilization
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Figure 93: Comparison of DL (top) and UL (bottom) Type-2 RU for Micro Layer deploying static TDD {DDDSU}, SBFD {XXXXU} (Alt. 2), static TDD 2UL, and Type-1 RU for DTDD under low, medium, and high loads of big packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.
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Figure 94: Comparison of DL (top) and UL (bottom) Type-2 RU for Micro Layer deploying static TDD {DDDSU}, SBFD {XXXXU} (Alt. 2), static TDD 2UL, and Type-1 RU for DTDD under low, medium, and high loads of small packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.

[bookmark: _Toc135043608]5.2.4.1.2	User Throughput
Figure 95 and Figure 96 illustrate the comparative analysis of various network configurations in terms of cell-edge user throughput, median throughput, and 95th percentile throughput for big and small packet sizes. SBFD XXXXU and static TDD 2UL DUDDU demonstrate significantly improved performance in UL, offering better results than the reference static TDD network. However, this improvement comes at the cost of reduced DL cell-edge user throughput, median throughput, and 95th percentile throughput due to increased UL resource allocation in these cases.
It is important to note that at high loads, SBFD XXXXU exhibits poor cell-edge user DL throughput compared to the reference static TDD network. On the other hand, DTDD performs exceptionally well in both DL and UL under low loads for big packets. When considering small packets, the performance of SBFD networks remains strong across all load conditions compared to the static TDD network. However, DTDD's performance is not as optimal due to the limitation of only having two pattern options (DDDSU and SUUUU), which are not specifically optimized for small packets in UL. The scarcity of UL resources in DDDSU and the sparing of DL resources for UL grant transmission opportunities in SUUUU contribute to this limitation.
Comparing the performance of Case 3-2 indoor office with the isolated indoor office in Figure 77 and Figure 78 for big and small packets respectively, there seems to be very minimal impact from urban macro in case 3-2.
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[bookmark: _Ref134996019]Figure 95: Comparison of 5%ile, 50%ile and 95%ile Average- UPT DL (Top) and UL (Bottom) for Micro Layer deploying static TDD {DDDSU}, SBFD {XXXXU} (Alt. 2), static TDD 2UL, and DTDD, under low, medium, and high loads of big packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.
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[bookmark: _Ref134996785]Figure 96: Comparison of 5%ile, 50%ile and 95%ile Average- UPT DL (Top) and UL (Bottom) for Micro Layer deploying static TDD {DDDSU}, SBFD {XXXXU} (Alt. 2), static TDD 2UL, and DTDD, under low, medium, and high loads of small packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.

[bookmark: _Toc135043609]5.2.4.1.3	Latency
When examining UL latency in comparison to the reference static TDD network, it is evident that SBFD (and Static TDD 2UL DUDDU for small packet sizes) exhibit significantly reduced UL latency across all three system load conditions. On the other hand, DL latency shows a clear deterioration, particularly in high load scenarios, which can be attributed to increased resource utilization and higher interference levels.
In terms of big packets, DTDD performs quite well for both DL and UL under low load conditions, indicating favourable latency performance. Additionally, it is noteworthy that SBFD and static TDD 2UL DUDDU networks demonstrate comparable median and cell-edge user latency in both DL and UL, highlighting their similar performance characteristics in terms of latency.
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Figure 97: Comparison of 5-th%ile, 50%ile and 95%ile latency for Micro Layer deploying static TDD {DDDSU}, SBFD {XXXXU} (Alt. 2), static TDD 2UL, and DTDD, under low, medium, and high loads of big packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.
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Figure 98: Comparison of 5-th%ile, 50%ile and 95%ile latency for Micro Layer deploying static TDD {DDDSU}, SBFD {XXXXU} (Alt. 2), static TDD 2UL, and DTDD, under low, medium, and high loads of small packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.

  
[bookmark: _Toc135043610]5.2.4.2 	Alt.4 (Static TDD{DDDSU}, SBFD{XXXXX})
[bookmark: _Toc135043611]5.2.4.2.1	Resource Utilization
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Figure 99: Comparison of DL (top) and UL (bottom) Type-2 RU for Micro Layer deploying static TDD {DDDSU}, SBFD {XXXXX} (Alt. 4), and Type-1 RU for DTDD under low, medium, and high loads of big packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.
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Figure 100: Comparison of DL (top) and UL (bottom) Type-2 RU for Micro Layer deploying static TDD {DDDSU}, SBFD {XXXXX} (Alt. 4), and Type-1 RU for DTDD under low, medium, and high loads of small packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.

The resource utilization for SBFD XXXXX networks increase for both DL and UL compared to the reference static TDD network, especially for medium and high loads. The reason is due to higher interferences while the UL/DL resource splitting are similar for static TDD and SBFD. The trends are similar for big and small packet sizes.
[bookmark: _Toc135043612]5.2.4.2.2	User Throughput
[image: ]
[bookmark: _Ref134997179]Figure 101: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for Micro Layer deploying static TDD {DDDSU}, SBFD {XXXXX} (Alt. 4), and DTDD, under low, medium, and high loads of big packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.
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[bookmark: _Ref134997193]Figure 102: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for Micro Layer deploying static TDD {DDDSU}, SBFD {XXXXX} (Alt. 4), and DTDD, under low, medium, and high loads of small packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.
Figure 101 and Figure 102 illustrate the performance comparison between SBFD XXXXX and the reference static TDD network in terms of cell-edge user throughput, median throughput, and 95th percentile throughput for big and small packet sizes. For big packets, the performance of SBFD networks is always inferiror to the reference static TDD network and it degrades rapidly with the load. For small packets, it can be observed that SBFD XXXXX offers slight improvement in cell-edge UL performance for SBFD XXXXX at low loads but comes at the cost of a slight degradation in DL performance for big packets. For medium and high loads, the SBFD network’s performance declines considerably owing to increased CLI. Additionally, DTDD demonstrates excellent performance for both DL and UL across all load conditions when considering big packet sizes. This indicates that DTDD is particularly effective in achieving high throughput in both directions.
However, as outlined previously, a simpler scheme STDD 2UL DUDDU has the potential to offer similar benefits compared to SBFD in terms of performance improvements.
[bookmark: _Toc135043613]5.2.4.2.3	Latency
When comparing UL latency with the reference static TDD for big packet sizes, it can be observed that SBFD XXXXX does not offer any significant gain in terms of latency. In fact, the SBFD has worst 5% latencies (95%ile in the figure) that rapidly increase with load. For small packet sizes, SBFD provide some gains at all loads. 
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Figure 103: Comparison of 5-th%ile, 50%ile and 95%ile latency for Micro Layer deploying static TDD {DDDSU}, SBFD {XXXXX} (Alt. 4), and DTDD, under low, medium, and high loads of big packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.
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Figure 104: Comparison of 5-th%ile, 50%ile and 95%ile latency for Micro Layer deploying static TDD {DDDSU}, SBFD {XXXXX} (Alt. 4), and DTDD, under low, medium, and high loads of small packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.

 
[bookmark: _Toc135043614]5.2.4.3 	Alt.3 (Static TDD{DDSUU}, SBFD{XXXXU})
[bookmark: _Toc135043615]5.2.4.3.1	Resource Utilization
[image: ]
Figure 105: Comparison of Type-2 RU in DL(top) and UL (bottom) for Micro Layer deploying static TDD {DDDSU}, static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and Type-1 RU for DTDD under low, medium, and high loads of big packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.
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Figure 106: Comparison of Type-2 RU in DL(top) and UL (bottom) for Micro Layer deploying static TDD {DDDSU}, static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and Type-1 RU for DTDD under low, medium, and high loads of small packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.

The resource utilization for SBFD networks slightly increases for both DL and UL compared to the reference static TDD network, especially for medium and high loads due to more interferences. The trends are similar for both large and small packet sizes.
[bookmark: _Toc135043616]5.2.4.3.2	User Throughput
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Figure 107: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for Micro Layer deploying static TDD {DDDSU}, static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and DTDD under low, medium, and high loads of big packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.
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Figure 108: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for Micro Layer deploying static TDD {DDDSU}, static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and DTDD under low, medium, and high loads of small packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.
The performance of Alt 3 SBFD networks is similar to Alt 4 where the resources are similar between SBFD and static TDD networks. 
[bookmark: _Toc135043617]5.2.4.3.3	Latency
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Figure 109: Comparison of 5-th%ile, 50%ile and 95%ile latency for Micro Layer deploying static TDD {DDDSU}, static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and DTDD under low, medium, and high loads of big packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.
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Figure 110: Comparison of 5-th%ile, 50%ile and 95%ile latency for Micro Layer deploying static TDD {DDDSU}, static TDD{DDSUU}, SBFD{XXXXU} (Alt. 3) and DTDD under low, medium, and high loads of small packet sizes with Macro layer deploying static TDD{DDDSU} network in FR1.

Based on the above results for Alt.2, Alt.3, Alt.4, we have the following observation.
[bookmark: _Toc135043664]FR1 Case 3-2 HetNet type scenario results are similar to FR1 Indoor results for all the SBFD alternatives
· For big packets: When part of DL resource is shifted to UL (compared to reference static TDD Alt.2), SBFD Alt. 2 and static TDD 2UL networks provide better cell-edge and median user throughput and latency in the UL compared to the reference static TDD (Alt. 2) network, at the cost of decreased DL performance. When DL/UL resource splitting are similar (compared to reference static TDD Alt. 3,4), SBFD Alt. 3, and 4 do not provide meaningful gains compared to static TDD in both UL and DL. Moreover, dynamic TDD offers quite good performance (i.e., similar or even better) compared to SBFD and static TDD for all Alternatives.  
· For small packets: SBFD (all Alternatives) offer some gains in term of throughput and latency compared to reference static TDDs. However, a simpler static TDD with 2 UL slots DUDDU would offer similar gains.

[bookmark: _Toc131603425][bookmark: _Toc135043618]5.3	System level evaluation in FR2-1
[bookmark: _Toc131603426][bookmark: _Toc135043619]5.3.1	Case 1: Single Operator Dense Urban Macro 
[bookmark: _Toc131603427][bookmark: _Toc135043620]5.3.1.1	Alt.2 (Static TDD{DDDSU}, SBFD{XXXXU}) 
[bookmark: _Toc131603428][bookmark: _Toc135043621]5.3.1.1.1	Resource utilization per direction
[image: ] 
Figure 111: Comparison of Type-2 RU in DL (top) and UL (bottom) at low, medium, and high loads for single operator Dense Urban Macro in FR2-1 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) and Type-1 RU for DTDD.
The RU behavior in FR2 is similar to FR1 cases for Alt2. There is an increase in DL utilization and decrease in UL utilization for SBFD networks compared to static TDD network as there are fewer DL resources and increased UL resources available for SBFD networks. 
[bookmark: _Toc131603430][bookmark: _Toc135043622]5.3.1.1.2	User Throughput
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Figure 112: Comparison of 5%ile, 50%ile and 95%ile Average- UPT for DL (top) and UL (bottom) at low, medium, and high loads for single operator Dense Urban Macro in FR2-1 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) and DTDD networks.
It is evident that there are some improvements in UL cell-edge, median and 95%ile throughput of SBFD networks at the expense of DL performance in the corresponding metrics compared to a reference static TDD network. This is since there are unequal resources in DL and UL for both the systems. Furthermore, there is no impact on the UPT from the MPL plot above. This suggests that there may not be any power-limited UEs in the FR2 dense macro deployment. 
[bookmark: _Toc131603431][bookmark: _Toc135043623]5.3.1.1.3	Latency
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Figure 113: Comparison of 5%ile, 50%ile and 95%ile latency for DL (top) and UL (bottom) at low, medium, and high loads for single operator Dense Urban Macro in FR2-1 deploying static TDD{DDDSU}, SBFD{XXXXU} (Alt. 2) and DTDD networks.
The performance of latency in both DL and UL is similar to other FR1 simulations for Alt. 2 SBFD networks.   
[bookmark: _Toc131603432][bookmark: _Toc135043624]5.4	Summary of the system level evaluations 
Based on the feasibility analysis and system level simulations in this contribution, it appears that the deployment of simpler schemes such as static TDD Alt. 3 or semi-static DTDD in the Urban Macro scenario with high power levels can achieve similar improvements in UL latency and coverage as an SBFD network. However, it's worth noting in scenarios where power levels are lower and the feasibility is not too challenging, SBFD may prove to be more beneficial, particularly in isolated use cases such as indoors. However, more comprehensive analysis and simulations are needed to fully determine its potential benefits in various deployment scenarios. 
[bookmark: _Toc127537971][bookmark: _Toc135043665]For FR1 single operator urban macro scenario, UL coverage is the key metric for potential improvement. The simulated alternatives (Alt2, Alt4, Alt3) show that SBFD only offers marginal UL coverage gains (~3 dB) when compared with the corresponding static TDD schemes at low load. The 5% UL average-UPT results across the three alternatives also indicate similar performance gains. 
[bookmark: _Toc135043666]For indoor deployments with small packet sizes, SBFD seems to provide significant UL performance gains. However, these gains are achievable with other existing configurations such as DTDD or the proposed Static TDD 2UL DUDDU.
[bookmark: _Toc135043667]For FR1 HetNet scenario Case 3-2, 2-Layer Scenario B, the UL performance in the SBFD network deployed in the Micro layer shows similarities to the performance observed in an isolated indoor deployment for SBFD configurations Alt2 and Alt 3. However, although the SBFD network in Alt 4 configuration performs as well as the reference static TDD network in an isolated indoor network, SBFD network’s performance degrades to the point of being non-functional as the load increases for big packet sizes. 
[bookmark: _Toc135043668]For FR1 two-operator urban macro scenario, UL coverage gains, if any, are only at low loads. To achieve this gain in a SBFD urban macro network, it is necessary to have same loads in coexisting network of another operator in the same frequency band, which is not realistic. 
[bookmark: _Toc135043669]For FR1 two-operator urban macro scenario, UL gains for SBFD network in terms of cell-edge throughput, latency and coverage quickly diminish as the load increases.
[bookmark: _Toc127537972][bookmark: _Toc135043670]For higher power BS class in Urban Macro scenario, system level simulations have shown that there is little to no improvement in UL coverage or cell-edge throughput performance by deploying an SBFD network as opposed to using a simple scheme such as static TDD 2UL or a semi-static DTDD in both single and multi-operator scenario. 
[bookmark: _Toc127537973][bookmark: _Toc135043671]For isolated indoor deployments, system level simulations show that similar UL latency and cell-edge throughput improvements can be achieved by deploying an SBFD network as well as using simple schemes such as static TDD 2UL. However, there is a need to align and ensure the scenario assumed for Indoor is realistic by deploying, for example, an Urban Macro layer.
[bookmark: _Toc135043672]For FR2 single operator Dense Macro scenario, there are UL performance gains in terms of cell-edge, median and 95%ile throughput and latency for SBFD network at low loads, and slightly lower gains at medium and high loads when compared to a reference static TDD network. However, it is not possible to make any meaningful conclusions as the scenario does not seem to be coverage limited. 

[bookmark: _Toc127537935][bookmark: _Toc131603433][bookmark: _Toc135043625]6	Link Level Evaluation of Coverage Performance
According to the following agreement, link level evaluation of coverage performance should be based on maximum coupling loss (MCL), maximum isotropic loss (MIL), and maximum path loss (MPL) as defined in TR 38.830 from the Rel-17 coverage enhancement study item. 
Agreement
For link level evaluation of coverage performance, MPL, MCL and MIL as defined in TR38.830 are used as the performance metrics.

In this section we provide the results of such an LLS evaluation comparing SBFD vs. static TDD. The link budget table used for calculating MCL and MIL for both SBFD and TDD is shown Appendix D. It is based on the template from Appendix A.3 in TR 38.830 which was used in the Rel-17 coverage enhancement SI. The values entered in the table conform with the RAN1 agreements for LLS made in previous meetings for the Rel-18 duplex evolution SI. In the table, the MCL and MIL calculations are parameterized by the variable X, where X is the required SNR to achieve a 1 Mbps data rate. The required SNR (different for TDD and SBFD) is obtained by separate link-level simulation and is reported in Table 11 in this section, along with MCL and MIL.
To determine the required SNR X, we perform link level simulations with the following set of assumptions, compliant with the RAN1 agreements made in this SI. X is determined as the SNR required to achieve 1 Mbps throughput (accounting for HARQ retransmissions).
· 4 GHz carrier frequency
· 30 kHz SCS
· 1 UE Tx antenna
· 2 gNB Rx antennas
· Frame structure
· For TDD: DDDDU
· For SBFD: XXXXU where X is an SBFD symbol with D-U-D configuration with UL subband size 55 PRBs
· TDL-C channel model
· 300 ns RMS delay spread
· 3 km/h UE velocity
· Medium correlation
· UL physical channel configuration
· For TDD: Single slot PUSCH with 14 OS duration in UL-only slot
· For SBFD: PUSCH with TypeA repetition
· 5 repetitions across 4 SBFD slots and one UL-only slot
· 14 OS duration per slot
· 30 PRB allocation
· No frequency hopping
· MCS4
· 2 DMRS symbols per slot, no FDM with data
· Per-slot channel estimation (i.e., no joint channel estimation)
· DFT-s-OFDM
· HARQ re-transmissions enabled

For the case of SBFD, the interference level is different for the first 4 PUSCH repetitions compared to the last repetition, since the first 4 repetitions occur in SBFD slots which are affected by various sources of CLI, whereas the UL-only slot is free from CLI. This affects the link level performance of SBFD (BLER, throughput) since the SINR varies across the 5 repetitions. Two different Options are described in the following agreement from RAN1#112bis-e for how to account for the different interference levels in the LLS evaluations. We have chosen Option 1 with Example 3 since it provides a straightforward method for establishing the different interference levels for the different PUSCH repetitions for SBFD.
Agreement
For LLS coverage evaluation, RAN1 should consider self-interference, co-site inter-sector interference, inter-site gNB-gNB co-channel inter-subband CLI and UE-gNB interference in TDD system and SBFD system. 
Option-1
· The modelling method is as below:
· For TDD UL slot, additive white Gaussian noise with variance of  is generated, where 
·  is UE-gNB interference and  is noise (in linear scale).
· For SBFD slot, additive white Gaussian noise with variance of  is generated, where 
· , , ,  are self-interference, co-site inter-sector interference, inter-site gNB-gNB co-channel inter-subband CLI and UE-gNB interference (in linear scale), respectively
· Companies to report the details of deriving  and . Some examples are as below:
· Example-1:  and  are derived based on a certain assumption of the topology of gNBs and UEs ( is derived based on 1dB desense and   is derived based on  as agreed in last meeting). In this example, the interference is pre-receiver interference.
· Note: link budget analysis can be applied in this example
· Example-2:  is derived based on statistic in SLS, and then  is used in LLS to increase the Gaussian noise power in SBFD symbol compared to TDD UL symbol. In this example, the interference is post-receiver interference.
· Example-3:  and  can be derived based on statistic in SLS. In this example, the interference is post-receiver interference.
· Companies to report the RU assumption for the interference.
· Note: For simplicity, the interference is independently updated/generated in each slot.
· Note: Companies are encouraged to report whether and how channel estimation and interference estimation will be impacted by  and .
· Based on the modelling method, the following high-level evaluation method can be used as an example for coverage performance evaluation:
· Step 1: For legacy TDD system, assume the SNR in UL only slot is , perform LLS to get the required SNR () with which UE can achieve a certain bit rate in UL
· Step 2: For SBFD system with frame structure XXXXU, assume the SNR in UL only slot is  and the SNR in SBFD slot is . Perform LLS to get the required SNR () with which UE can achieve a certain bit rate in UL for a given SBFD coverage enhancement scheme (e.g., SBFD with PUSCH repetition type A, etc.)
· Step 3: Use Link budget template to obtain MPL, MCL and MIL for legacy TDD and SBFD.
· For legacy TDD, the required SNR () obtained in Step 1 is used to calculate MPL, MCL, MIL.
· For SBFD, the required SNR () obtained in Step 2 is used to calculate MPL, MCL, MIL.
Option-2
· The UE-gNB interference and inter-site gNB-gNB co-channel inter-subband CLI in LLS coverage evaluation are explicitly modelled based on a given topology of aggressor UEs and gNBs. The UE-gNB and gNB-gNB fast fading channels are explicitly modelled in LLS. The signal model is as follows
·   
·  is the received signal vector at the victim gNB
·  is the channel matrix from target UE to gNB,  is the transmitted signal of the target user
· , , are the channel matrix and transmitted signal of the UE in the same cell as the target user 
·  and  are the channel matrix and transmitted signal of the UEs in the adjacent cell
· ,  and  are the channel matrix, the precoding matrix, and leakage CLI signal from aggressor gNB  to the victim gNB. 
· The power of the signal and interference is included in the channel marix respectively
·  and  are the self-interference vector of the co-site sectors and the thermal noise signal vector on the receiving antennas
· Companies to report the topology of gNBs and UEs to derive the detailed signals and interferences above. One example is as below
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· Based on the above modelling, the following high-level evaluation method can be used as an example for coverage performance evaluation:
· Step 1: For legacy TDD system, perform LLS to get the required SNR () with which UE can achieve a certain bit rate in UL
· Step 2: For SBFD system with frame structure XXXXU, perform LLS to get the required SNR () with which UE can achieve a certain bit rate in UL for a given SBFD coverage enhancement scheme (e.g., SBFD with PUSCH repetition type A, etc.)
· Step 3: Use Link budget template to obtain MPL, MCL and MIL for legacy TDD and SBFD.
· For legacy TDD, the required SNR () obtained in Step 1 is used to calculate MPL, MCL, MIL.
· For SBFD, the required SNR () obtained in Step 2 is used to calculate MPL, MCL, MIL.

Example 3 is based on capturing the CDF from system level simulations (SLS) of the total interference level due to all sources (self-interference, co-site inter-sector interference, inter-site interference, other-cell interference) observed after antenna combining in the gNB receiver. The CDF is captured for 3 different load levels: low, medium, and high according to RAN1 agreements on resource utilization levels. A separate CDF is captured for SBFD symbols and UL-only symbols. The SLS scenario is FR1 Urban Macro with optimistic assumptions on interference levels (see Table 9) and same gain antenna assumptions for Case 1 (single operator) according to the frame structure agreed for Alt-2.
During LLS simulation of SBFD, two different approaches are used for determining the interference level during SBFD slots based on the CDFs obtained from SLS.
· Method #1
· Randomly draw a new interference level every SBFD slot based on the interference CDF for SBFD slots
· Method #2
· Randomly draw a new interference level once per group of 4 SBFD slots based on the interference CDF for SBFD slots

For the UL-only slot for SBFD and for TDD, the interference level is randomly drawn every UL-only slot based on the interference CDF for UL-only slots. Method #1 can result in wide variation of interference level across the 4 SBFD slots, whereas Method #2 results in a fixed interference level across the 4 SBFD slots. The rationale for Method #2 is that the interference level may be constant for some number of slots due to the gNB scheduling the same user for several slots in a row, an effect which is not captured by Method #1. In practice, the interference level variability  may be somewhere in between Method #1 and #2. 
Table 11 shows the results of the link level evaluation of coverage performance comparing SBFD vs. TDD. The required SNR for SBFD and TDD is determined via link simulation as described above, and the MCL and MIL is calculated according to the link budget table in Appendix D, where X in the table is the required SNR. The highlighted rows illustrate the potential coverage gain of SBFD compared to TDD. We make the following observations
· At low load
· SBFD offers a coverage gain in the range 1.7 to 4.0 dB depending on which method is assumed for generating the interference level in SBFD slots
· Method #1 (interference varies every SBFD slot): coverage gain = 4.0 dB
· Method #2 (interference fixed for 4 SBFD slots): coverage gain = 1.7 dB
· At medium load
· Coverage gain reduced to the range 0.4 – 0.9 dB
· At high load 
· Coverage gain vanishes

We note that the above results are consistent with what we have observed at SLS for the FR1 single operator urban macro scenario. Generally, SBFD can offer improved 5th percentile throughput and coverage at low load assuming double antenna area and optimistic setting for interference suppression. However, as the load increases the gains quickly vanish.
[bookmark: _Ref134791342]Table 11: Link level evaluation of coverage for FR1 Urban Macro Scenario using two different methods for generating the interference level in SBFD slots (see Method #1 and #2 defined above)
	PUSCH-FR1-Urban Macro

	Company name
	TDD/SBFD
	Required SNR
	MCL
	MIL
	MPL
	Key assumptions

	Ericsson
	TDD
	-0.1
	136.8
	148.0
	
	Low Load
Method #1 for generating interference level in SBFD slots 

	
	SBFD
	-4.1
	140.8
	152.0
	
	

	
	Gain
	4.0
	4.0
	4.0
	
	

	Ericsson
	TDD
	0.5
	136.2
	147.4
	
	Medium Load
Method #1 for generating interference level in SBFD slots

	
	SBFD
	-0.4
	137.1
	148.3
	
	

	
	Gain
	0.9
	0.9
	0.9
	
	

	Ericsson
	TDD
	1.1
	135.6
	146.8
	
	High Load
Method #1 for generating interference level in SBFD slots

	
	SBFD
	1.0
	135.7
	146.9
	
	

	
	Gain
	0.1
	0.1
	0.1
	
	

	Ericsson
	TDD
	-0.1
	136.8
	148.0
	
	Low Load
Method #2 for generating interference level in SBFD slots


	
	SBFD
	-1.7
	138.4
	149.6
	
	

	
	Gain
	1.7
	1.7
	1.7
	
	

	Ericsson
	TDD
	0.5
	136.2
	147.4
	
	Medium Load
Method #2 for generating interference level in SBFD slots

	
	SBFD
	0.2
	136.5
	147.7
	
	

	
	Gain
	0.4
	0.4
	0.4
	
	

	Ericsson
	TDD
	1.1
	135.6
	146.8
	
	High Load
Method #2 for generating interference level in SBFD slots

	
	SBFD
	1.3
	135.4
	146.6
	
	

	
	Gain
	-0.1
	-0.1
	-0.1
	
	




[bookmark: _Toc135043626]Conclusion
In the previous sections we made the following observations: 
Observation 1	It is not necessary to perform link level simulations using separate models for DPD and PA.
Observation 2	For FR2, using a structure with RF chokes, 80dB of isolation is achievable over a reasonable bandwidth. Unlike FR1, the isolation does not vary with beam steering.
Observation 3	The gain from beam nulling increases when the TX beam is steered and the antenna isolation decreases. Thus, beam nulling can to some extent reduce the variation of the overall spatial isolation due to beam steering. It may also reduce the frequency variation. However, there is a const in terms of reduced DL beam gain.
Observation 4	The cost of beam nulling in downlink can be substantial; we have observed up to 5dB DL power loss. There may be further DL losses due to lower degrees of freedom for MIMO operation.
Observation 5	When deciding beam nulling gains, downlink impacts should be considered.
Observation 6	The interference power caused by reciprocal mixing of phase noise in a 40-20-40 MHz SBFD carrier is around -60 to -70 dBc depending on BS implementation.
Observation 7	Adopt explicit digital filtering models in RAN1 link level studies to capture potential impacts to digital cancellation feasibility and performance.
Observation 8	The complexity of digital self-interference cancellation scales with the product of (1) the number of TX chains, (2) the number of RX chains and (3) the effective length of the multi-tap response of the environment and the analog RX frontends.
Observation 9	Dense Urban with 2-layer system has an ISD of 200m, the same needs to be used for the HetNet with Urban Macro and Indoor deployment.
Observation 10	A coverage metric based on the pathloss corresponding to a given bit rate is a good metric for system level simulations as it considers realistic beamforming and CLI (Option 2), unlike the MPL obtained from link budget analysis (Option 1 and Option 3).
Observation 11	Alt. 1 and Alt.2 SBFD configurations have more UL resources than the reference static TDD pattern it is compared with. Any potential gains in UL for these alternatives need to consider this impact first before drawing conclusions.
Observation 12	SBFD antenna configuration Option 2, which has double the antenna elements for SBFD when compared to reference static TDD, is the best-case scenario for SBFD.
Observation 13	SBFD antenna configuration Option 3, which has same number of antenna elements for SBFD when compared to reference static TDD, and only half the TxRUs can be used realistically, it is the practical case for SBFD.
Observation 14	The simulation results obtained from the “Realistic” assumptions can be considered as a more realistic estimation of the performance of SBFD in real-world scenarios, while the results from the “Optimistic” assumptions reflect the best-case scenario for SBFD’s potential performance gains.
Observation 15	For single operator Urban Macro scenario in FR1, UL performance gains of SBFD network in terms of coverage, latency and cell-edge user throughputs decrease as the load in the network increases.
Observation 16	For single operator Urban Macro scenario in FR1, the proposed DTDD network provides comparable performance as an SBFD network in terms of coverage, latency, and cell-edge user throughput in both DL and UL without having to deal with the hardware-complexity of SBFD network.
Observation 17	For single operator Urban Macro scenario in FR1, the UL performance gains for an SBFD network with all SBFD slots (XXXXX) in cell-edge user throughput is on par with SBFD with XXXXU at low loads but the performance drops considerably at medium and high loads due to significant interference limitations in all the SBFD slots. Further, even with optimistic assumptions for self-interference and inter-sector suppression, there is no noteworthy improvement in UL performance of an SBFD XXXXX network.
Observation 18	For two operator scenarios in FR1, the conclusions on performance gains of SBFD networks are similar to the conclusions from single operator analysis.
Observation 19	FR1 Indoor simulation results show that
-	For big packets: When part of DL resource is shifted to UL (compared to reference static TDD Alt.2), SBFD Alt. 2 and static TDD 2UL networks provide better user throughput and latency in the UL compared to the reference static TDD (Alt. 2) network, at the cost of decreased DL performances. When DL/UL resource splitting are similar (compared to reference static TDD Alt. 3,4), SBFD Alt. 3, 4 do not provide meaningful gains compared to static TDD in both UL and DL. Moreover, dynamic TDD offers quite good performance (i.e., similar or even better) compared to SBFD and static TDD for all Alternatives.
-	For small packets: SBFD (all Alternatives) offer some gains in term of throughput and latency compared to reference static TDDs. However, a simpler static TDD with 2 UL slots DUDDU would offer similar gains.
Observation 20	FR1 Case 3-2 HetNet type scenario results are similar to FR1 Indoor results for all the SBFD alternatives
Observation 21	For FR1 single operator urban macro scenario, UL coverage is the key metric for potential improvement. The simulated alternatives (Alt2, Alt4, Alt3) show that SBFD only offers marginal UL coverage gains (~3 dB) when compared with the corresponding static TDD schemes at low load. The 5% UL average-UPT results across the three alternatives also indicate similar performance gains.
Observation 22	For indoor deployments with small packet sizes, SBFD seems to provide significant UL performance gains. However, these gains are achievable with other existing configurations such as DTDD or the proposed Static TDD 2UL DUDDU.
Observation 23	For FR1 HetNet scenario Case 3-2, 2-Layer Scenario B, the UL performance in the SBFD network deployed in the Micro layer shows similarities to the performance observed in an isolated indoor deployment for SBFD configurations Alt2 and Alt 3. However, although the SBFD network in Alt 4 configuration performs as well as the reference static TDD network in an isolated indoor network, SBFD network’s performance degrades to the point of being non-functional as the load increases for big packet sizes.
Observation 24	For FR1 two-operator urban macro scenario, UL coverage gains, if any, are only at low loads. To achieve this gain in a SBFD urban macro network, it is necessary to have same loads in coexisting network of another operator in the same frequency band, which is not realistic.
Observation 25	For FR1 two-operator urban macro scenario, UL gains for SBFD network in terms of cell-edge throughput, latency and coverage quickly diminish as the load increases.
Observation 26	For higher power BS class in Urban Macro scenario, system level simulations have shown that there is little to no improvement in UL coverage or cell-edge throughput performance by deploying an SBFD network as opposed to using a simple scheme such as static TDD 2UL or a semi-static DTDD in both single and multi-operator scenario.
Observation 27	For isolated indoor deployments, system level simulations show that similar UL latency and cell-edge throughput improvements can be achieved by deploying an SBFD network as well as using simple schemes such as static TDD 2UL. However, there is a need to align and ensure the scenario assumed for Indoor is realistic by deploying, for example, an Urban Macro layer.
Observation 28	For FR2 single operator Dense Macro scenario, there are UL performance gains in terms of cell-edge, median and 95%ile throughput and latency for SBFD network at low loads, and slightly lower gains at medium and high loads when compared to a reference static TDD network. However, it is not possible to make any meaningful conclusions as the scenario does not seem to be coverage limited.


Based on the discussion in the previous sections we propose the following:
Proposal 1	A SBFD carrier shall have a carrier BW and a UL subband BW consistent with one of the existing supported carrier BW in RAN4 specs.
Proposal 2	Adopt a net effect model for link-level simulations that captures the essential behaviors of a realistic DPD and PA combination with compliance to the base station ACLR requirements. This requires input from RAN4.
Proposal 3	Adopt a simple crest factor processing model, e.g., hard clipping + bandpass filtering, that captures the essential behaviors of a BS design to increase transmit power. This requires input from RAN4.
Proposal 4	The self-interference channel should be modeled as a set of tapped delay lines directly from TX sub-array ports to RX sub-array ports.
Proposal 5	Self-interference channel coefficients should be based on realistic setups supported by real measurements or high-fidelity electromagnetic (EM) evaluations.
Proposal 6	For both system and link level assessment of SBFD, proper modelling of advanced antennas as well as modelling of beamforming impact on the BS TX to RX isolation should be considered.
Proposal 7	For both system level and link level assessment of SBFD, proper modelling of advanced antennas as well as modelling of beamforming impact on the inter-sector TX to RX isolation needs be considered. For the simple exemplary site setup we have simulated for FR1, we see Tx-panel-to-Rx-port isolation values in the range of 67 to 87 dB depending on the azimuth and elevation beam steering directions and the frequency within the band. These values would most likely degrade if other realistic effects are included, e.g., electronics on the backside of the antenna, equipment and other metallic objects between sectors in a practical site, the presence of sub-arrays, and the presence of radomes.
Proposal 8	For both system level and link level assessment of SBFD, proper modelling of advanced antennas as well as modelling of beamforming impact on the inter-sector TX to RX isolation needs be considered. For the simple exemplary site setup we have simulated for FR2, we see isolation values in the range of 72 to 95 dB depending on the azimuth and elevation beam steering directions and the frequency within the band. These values would most likely degrade if other realistic effects are included, e.g., electronics on the backside of the antenna, equipment and other metallic objects between sectors in a practical site, the presence of sub-arrays, and the presence of radomes.
Proposal 9	Adopt a third order representation model in RAN1 studies to capture the essential behaviors of typical high-gain low noise amplifiers (LNA) in BS receiver chains.
Proposal 10	Adopt phase noise modelling in RAN1 studies to capture the distortion introduced by high power leakage from the DL sub-bands into the UL sub-bands. The phase noise models in TR 38.803 or those provided by RAN4 during the Rel-17 phase can be adopted as baseline models.
Proposal 11	Adopt modelling of analog filtering, if present, in RAN1 link level studies to capture potential impacts to digital cancellation feasibility and performance.
Proposal 12	RAN1 further agrees that interested companies may perform link-level simulations (LLS) for the purposes of evaluating SBFD performance and feasibility in both FR1 and FR2 including evaluation of the following:
a.	Self-interference suppression/cancellation accounting for realistic non-linearities in the gNB transmit and receive chains.
b.	Transmit beam nulling accounting for realistic non-linearities in the gNB transmit chain.
Proposal 13	RAN1 to further down-select scenarios where SBFD performance improvements may be realistically possible and can be simulated/evaluated by participating entities.
Proposal 14	RAN1 to agree that for evaluation of SBFD deployment 2-layer Scenario B for Case 3-2, Case 4 and dynamic/flexible TDD in FR1 (HetNet with Urban Macro and Indoor) consider the following.
	Layer 1: Urban Macro
o	Hexagonal grid with 7 macro sites and 3 sectors per site with wrap around, ISD=200m.
Proposal 15	RAN1 to adopt the proposed methodology for calculating coverage metric as the maximum coupling loss corresponding to a certain (smoothed) average bit rate determined from system simulations: 10Mbps for DL and 1Mbps for UL in FR1 and 25 Mbps for DL and 5 Mbps for UL in FR2. This is called “10 Mbps coverage” for DL, “1 Mbps coverage” for UL, etc.
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 with rows  and columns :
  Columns 1 through 3

    -0.018625 +   0.010388i     0.023333 -  0.0087798i      0.98622 -    0.18951i
     0.054357 -   0.088831i    -0.090219 +    0.27003i       1.4755 +    0.65625i
     -0.12455 -   0.017389i     -0.21213 -    0.15655i      -17.835 -    0.36305i
      0.21638 +    0.66855i       2.8252 -     0.2232i        104.9 -     28.214i
     -0.50435 -     2.3545i      -10.033 +     1.1268i      -358.38 +     172.31i
      0.62463 +     4.0633i       18.287 -     2.2362i       700.58 -     426.41i
     -0.41658 -     3.3421i      -16.322 +     1.9937i      -722.13 +     479.27i
      0.12892 +     1.0357i         5.62 -    0.64864i       299.41 -     200.73i

  Columns 4 through 5

    -0.038271 +   0.057208i      0.05687 -   0.047196i
     -0.06683 -    0.23028i    -0.087356 +      0.217i
       2.6685 -     1.8173i    -0.055794 -     0.7882i
      -18.377 +     11.387i       1.1306 +     3.5817i
        52.78 -     30.504i      -2.6675 -     11.211i
      -79.138 +     43.326i       2.8947 +     19.236i
       60.339 -     31.287i      -1.5249 -     16.556i
      -18.351 +     8.9437i      0.30771 +     5.5925i 

 with rows  and columns 
     0.023333 -  0.0087798i    -0.038271 +   0.057208i
     -0.60131 +    0.97361i     -0.19392 +    0.52764i
       8.3245 -     10.179i      0.18517 -     3.2744i
        -66.4 +     51.766i       2.1001 +     27.044i
       283.41 -     146.66i       2.6785 -     124.41i
      -622.14 +     241.98i       -40.94 +     281.93i
       665.85 -     217.24i       85.013 -     304.59i
      -273.99 +     80.807i      -52.474 +     125.19i 

[bookmark: _Toc115476840][bookmark: _Toc118467427][bookmark: _Toc127537939][bookmark: _Toc131603437][bookmark: _Toc135043630]A.2 GMP coefficients for DPD
 with rows  and columns :
      Columns 1 through 3

     0.022471 -  0.0078921i    -0.043712 -   0.016952i      0.98993 +     0.2369i
     -0.11504 +   0.094754i      0.30463 -    0.27514i     -0.41542 -      2.164i
      0.61892 -    0.20048i       -2.526 +    0.77428i       6.3179 +     15.297i
      -2.1807 +    0.41401i       17.271 -     3.5562i      -20.414 -     64.192i
       2.4173 -    0.26032i      -72.797 +     12.622i      -13.665 +     157.79i
       8.1116 -     2.0655i       171.24 -     25.741i       171.94 -     249.03i
      -23.955 +     7.1712i      -209.54 +     24.822i      -286.08 +     262.85i
         17.8 -      6.778i       103.15 -     7.9965i       151.32 -     140.44i

  Columns 4 through 5

     0.089525 -    0.13533i    -0.058866 +   0.041949i
     -0.18446 +    0.36701i      0.21464 -    0.21315i
     -0.55708 -    0.73642i      -1.2971 +     1.2718i
        8.508 +     6.3938i       7.4914 -     8.3733i
       -19.38 -     41.588i      -32.321 +     32.588i
       1.9616 +     124.32i       81.761 -     67.305i
       42.859 -     170.52i       -106.2 +     68.492i
      -38.085 +     87.918i       54.323 -     26.754i 

[bookmark: _Toc115476841][bookmark: _Toc118467428][bookmark: _Toc127537940][bookmark: _Toc131603438][bookmark: _Toc135043631]A.3 GMP coefficients for net effect of DPD and PA
 with rows  and columns :
  Columns 1 through 3

   -0.0014656 -  0.0023163i    0.0012144 +  0.0096127i       1.0151 -   0.021398i
     0.016921 +    0.02074i    -0.033944 -   0.060851i     -0.13734 +   0.092064i
     -0.19421 -   0.090327i      0.70051 +    0.46802i     0.053178 +     1.0772i
       1.2719 -    0.37999i      -7.2355 -    0.68417i       7.9188 -     22.487i
      -3.6967 +     4.8521i       37.145 -     5.8753i      -66.051 +     153.74i
       3.9652 -      16.55i      -99.665 +     25.306i        250.5 -     481.88i
       1.2339 +     23.785i       134.36 -      36.61i      -450.95 +     708.65i
      -4.4834 -     12.473i      -70.523 +     18.559i        304.9 -      395.4i

  Columns 4 through 5

    -0.015418 +   0.010133i    0.0069273 -  0.0004492i
      0.15998 +  0.0074072i    -0.060129 -   0.060582i
      -1.4886 +     0.3234i      0.52252 +    0.51057i
       11.254 -     7.8223i      -2.8348 -      1.121i
      -62.593 +     48.408i       8.8972 -     1.7227i
       198.44 -     135.61i      -15.718 +     9.5199i
      -314.86 +     177.91i       13.792 -     9.4002i
       189.75 -     88.448i      -4.3876 +    0.17987i 
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[bookmark: _Toc118467431][bookmark: _Toc127537942][bookmark: _Toc131603440][bookmark: _Toc135043633]B.1	FR1 Urban Macro Scenario
	
	Parameters
	Value

	Deployment
	Scenario
	UMa, Hexagonal layout, 7 BS per operator, 3 sectors per site, with wrapping

	
	ISD
	500 m

	
	BS height
	25 m

	
	UE height
	1.5 m

	
	Number of active UEs
	840 DL/UL only

	
	UE to BS min 2D distance
	35 m

	
	UE to UE min 2D distance
	1 m

	
	UE distribution (in cluster)
	Clustered (80%)

	
	UE cluster number per macro cell
	2

	
	Cluster radius
	25 m

	
	Minimum distance between macro TRP to Indoor/UE cluster center
	60 m

	
	Minimum distance between two UE cluster centers
	50 m

	
	Indoor/outdoor
	100% indoor in cluster
100% outdoor in cars outside cluster

	
	Grid shift for two networks
	100%

	System parameters
	Carrier Frequency
	4 GHz

	
	Duplex Type
	STDD: DDDSU, DDSUU	
SBFD: XXXXU and XXXXX	

	
	Channel bandwidth
	100 MHz

	
	Available resource blocks
	273 for STDD
Alt.2,4: 104:55:104 (DUD) for SBFD
Alt.3: 98:67:98 (DUD) for SBFD

	
	Switching gap
	DL->UL: 2OS in the D slot
SBFD DL->UL: 2OS in the SBFD slot

	
	Numerology
	14 OFDM symbols slot	
SCS = 30kHz	

	
	UE attachment
	Based on RSRP on port 0

	Channel model
	gNB-UE
	Macro-to-UE: UMa in TR 38.901
gNB-UE O2I penetration loss: 80% low-loss model, 20% high-loss model	

	
	gNB-gNB
	Macro-to-Macro: UMa in TR 38.901	
LOS probability: If the 2D distance between two Macro gNBs are less than or equal to the ISD, set the LOS probability to 0.75; Otherwise, reuse gNB-to-UE LOS probability equation in TR 38.901.	

	
	UE-UE
	UE-to-UE: UMi-Street canyon in TR 38.901	
Penetration loss between UEs follows Table A.2.1-12 in TR38.802

	BS
	Antenna configuration 
	(M,N,P,Mg,Ng;Mp,Np) = (12,8,2,1,1;4,8),
(dH,dV) = (0.7λ, 0.5λ)

	
	Antenna element gain
	6.4 dBi

	
	Antenna element and sub-array model
	TR 38.803, Table 5.2.3.2.4-3: Macro urban

	
	Subarray electrical down tilt
	3 deg

	
	Mechanical down tilt
	6 deg

	
	Beamforming method
	Frequency domain

	
	Panel HW assumptions
	Same antenna gain Option 2 (Method 2-1)
Same antenna area Option 3 (Method 3-1)

	
	Max gNB Tx Power 
	53 dBm for TDD, Same PSD for SBFD

	
	Noise figure
	5 dB

	
	Max modulation
	256 QAM

	UE
	UE antenna configuration
	Tx: (M,N,P,Mg,Ng;Mp,Np) = (1,1,2,1,1;1,1), (dH,dV) = (N/A, N/A)λ
Rx: (M,N,P,Mg,Ng;Mp,Np) = (1,2,2,1,1;1,2), (dH,dV) = (0.5, N/A)λ 

	
	Antenna model
	isotropic

	
	Antenna element gain
	0 dBi

	
	Max UE TX Power
	23 dBm

	
	UE power control
	Sec. 9.1 TR36.942
P0= -80 dBm, alpha = 0.8

	
	Noise figure
	9 dB

	
	Max modulation
	256 QAM

	Traffic
	DL/UL FTP packet size
	0.5Mbyte for DL and 0.125 Mbytes for UL

	
	Traffic split
	To reach target utilizations

	
	Target Resource utilization
	<10%, 20-40%, >50%

	Intra-network
	Spatial isolation for self-interference (Tx panel à Rx port)
	“Realistic”: 80 dB including 10 dB Tx beam nulling with 3dB DL loss

“Optimistic”: 1 dB desense for self-interference suppression

	
	Inter-sector Isolation (sector<->sector) Tx panel à Rx port
	“Realistic”: 75 dB
“Optimistic”: 93 dB

	
	Digital cancellation
	0 dB

	
	UE-UE “ACIR” SBFD operator
	18 dB (ACS=33dB, ACLR=18dB based on IBE model)

	
	gNB-gNB “ACIR” SBFD operator
	42 dB (ACLR 45dB, ACS 46 dB)

	Inter-network
	BS-BS ACIR (adjacent channels)
	42 dB

	
	UE-UE ACIR (adjacent channels)
	28 dB

	
	BS-UE ACIR (adjacent channels)
	33 dB

	
	UE-BS ACIR (adjacent channels)
	30 dB

	
	Co-sited isolation 
	75 dB

	Piecewise linear blocking model (RAN4 model)
	Total input average power threshold 1 (P1) 
	-43 dBm 

	
	Total input average power threshold 2 (P2) 
	N/A 

	
	Sensitivity degradation slope 1 (k1) 
	0.5 dB/dBm 

	
	Sensitivity degradation slope 2 (k2) 
	N/A 

	
	Total input average power blocking limit (P3)
	-25 dBm

	Latency related assumptions
	DL transmission preparation time (BS)
	1 slot

	
	DL decoding latency (UE)
	1 slot

	
	UL transmission preparation time (UE)
	1 slot

	
	UL decoding latency (BS)
	1 slot

	
	Scheduling Request (SR) transmission opportunity
	Available in every UL or SBFD slot

	
	DCI transmission opportunity
	Available in every DL or SBFD slot
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	Parameters
	Value

	Deployment
	Scenario
	Indoor Hotspot (InH), single operator, 12 BS,
(Scenario indoor-office in TR38.901)

	
	ISD
	20 m

	
	BS height
	3 m, ceiling mounted

	
	UE height
	1.5 m

	
	Number of active UEs
	240 DL/UL only

	
	UE to BS min 2D distance
	0 m

	
	UE to UE min 2D distance
	1 m

	System parameters
	Carrier Frequency
	4 GHz

	
	Duplex Type
	STDD: DDDSU, DDSUU, and DUDDU		
SBFD: XXXXU and XXXXX	

	
	Channel bandwidth
	100 MHz 

	
	Available resource blocks
	273 for STDD
Alt.2,4: 104:55:104 (DUD) for SBFD
Alt.3: 98:67:98 (DUD) for SBFD

	
	Switching gap
	DL->UL: 2OS in the D slot
SBFD DL->UL: 2OS in the SBFD slot
For “Static TDD 2UL” DUDDU: 2OSs are in the U slot. 

	
	Numerology
	14 OFDM symbols slot	
SCS = 30kHz	

	
	UE attachment
	Based on RSRP on port 0

	Channel model
	gNB-UE
	InH-Office in TR 38.901

	
	gNB-gNB
	InH-Office in TR 38.901	

	
	UE-UE
	InH-Office in TR 38.901

	BS
	Antenna configuration
	(M,N,P,Mg,Ng;Mp,Np) =(4,4,2,1,1;4,4), 
(dH,dV) = (0.5λ, 0.5λ)

	
	Antenna element gain
	5 dBi

	
	Antenna element and sub-array model
	R4-2109872, Table 1-2: Macro urban

	
	Subarray electrical down tilt
	N/A

	
	Mechanical down tilt
	90 deg (pointing to the ground)

	
	Beamforming method
	Frequency domain

	
	Panel HW assumptions
	Same antenna gain Option 2 (Method 2-1)
Same antenna area Option 3 (Method 3-1)

	
	Max gNB Tx Power 
	24 dBm for TDD, Same PSD for SBFD

	
	Noise figure
	5 dB

	
	Max modulation
	256 QAM

	UE
	UE antenna configuration
	Tx: (M,N,P,Mg,Ng;Mp,Np) = (1,1,2,1,1;1,1), (dH,dV) = (N/A, N/A)λ
Rx: (M,N,P,Mg,Ng;Mp,Np) = (1,2,2,1,1;1,2), (dH,dV) = (0.5, N/A)λ

	
	Antenna model
	isotropic

	
	Antenna element gain
	0 dBi

	
	Max UE TX Power
	23 dBm

	
	UE power control
	Sec. 9.1 TR36.942
P0= -60 dBm, alpha = 0.6

	
	Noise figure
	9 dB

	
	Max modulation
	256 QAM

	Traffic
	DL/UL FTP packet size
	Big files: 0.5Mbyte for DL and 0.125 Mbytes for UL
Small files: 4Kbytes for DL and 1Kbyte for UL

	
	Traffic split
	To reach target utilizations

	
	Target Resource utilization
	<10%, 20-40%, >50%

	Intra-network
	Spatial isolation for self-interference (Tx panel  Rx port)
	75 dB including 5 dB Tx beam nulling with 3dB DL loss

	
	Inter-sector Isolation (sector<->sector) Tx panel  Rx port
	N/A

	
	Digital cancellation
	10 dB

	
	UE-UE “ACIR” SBFD operator
	18 dB (ACS=33dB, ACLR=18dB based on IBE model)

	
	gNB-gNB “ACIR” SBFD operator
	42 dB (ACLR 45dB, ACS 46 dB)

	Inter-network
	BS-BS ACIR (adjacent channels)
	42 dB

	
	UE-UE ACIR (adjacent channels)
	28 dB

	
	BS-UE ACIR (adjacent channels)
	33 dB

	
	UE-BS ACIR (adjacent channels)
	30 dB

	
	Co-sited isolation 
	N/A

	Piecewise linear blocking model (RAN4 model)
	Total input average power threshold 1 (P1) 
	-43 dBm 

	
	Total input average power threshold 2 (P2) 
	N/A 

	
	Sensitivity degradation slope 1 (k1) 
	0.5 dB/dBm 

	
	 Sensitivity degradation slope 2 (k2) 
	N/A 

	
	Total input average power blocking limit (P3)
	-25 dBm

	Latency related assumptions
	DL transmission preparation time (BS)
	1 slot

	
	DL decoding latency (UE)
	1 slot

	
	UL transmission preparation time (UE)
	1 slot

	
	UL decoding latency (BS)
	1 slot

	
	Scheduling Request (SR) transmission opportunity
	Available in every UL or SBFD slot

	
	DCI transmission opportunity
	Available in every DL or SBFD slot
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	Parameters
	Value

	Deployment
	Scenario
	DMa, Hexagonal layout, 7 BS per operator, 3 sectors per site, with wrapping

	
	ISD
	200 m

	
	BS height
	25 m

	
	UE height
	1.5 m

	
	Number of active UEs
	420 DL/UL only

	
	UE to BS min 2D distance
	35 m

	
	UE to UE min 2D distance
	1 m

	
	UE distribution (in cluster)
	Clustered (80%)

	
	UE cluster number per macro cell
	1

	
	Cluster radius
	20 m

	
	Minimum distance between macro TRP to Indoor/UE cluster center
	55 m

	
	Minimum distance between two UE cluster centers
	40 m

	
	Indoor/outdoor
	100% outdoor (no cars)

	
	Grid shift for two networks
	N/A

	System parameters
	Carrier Frequency
	30 GHz

	
	Duplex Type
	STDD: DDDSU, DDSUU	
SBFD: XXXXU and XXXXX	

	
	Channel bandwidth
	200 MHz

	
	Available resource blocks
	132 for STDD
Alt.2,4: 52:26:52 (DUD) for SBFD
Alt.3: 49:32:49 (DUD) for SBFD

	
	Switching gap
	DL->UL: 2OS in the D slot
SBFD DL->UL: 2OS in the SBFD slot

	
	Numerology
	14 OFDM symbols slot	
SCS = 120kHz	

	
	UE attachment
	Based on RSRP on port 0

	Channel model
	gNB-UE
	Macro-to-UE: UMa in TR 38.901
gNB-UE O2I penetration loss: 80% low-loss model, 20% high-loss model	

	
	gNB-gNB
	Macro-to-Macro: UMa in TR 38.901	
LOS probability: If the 2D distance between two Macro gNBs are less than or equal to the ISD, set the LOS probability to 0.75; Otherwise, reuse gNB-to-UE LOS probability equation in TR 38.901.	

	
	UE-UE
	UE-to-UE: UMi-Street canyon in TR 38.901	
Penetration loss between UEs follows Table A.2.1-12 in TR38.802

	BS
	Antenna configuration 
	(M,N,P,Mg,Ng;Mp,Np) = (16,24,2,1,1;8,24),
(dH,dV) = (0.5λ, 0.5λ)

	
	Antenna element gain
	5.1 dBi

	
	Antenna element model
	Am = SLAv = 30 dB
 =  = 90 deg

	
	Subarray electrical down tilt
	3 deg

	
	Mechanical down tilt
	6 deg

	
	Beamforming method
	Frequency domain

	
	Panel HW assumptions
	Same antenna gain Option 2 (Method 2-1)
Same antenna area Option 3 (Method 3-1)

	
	Max gNB Tx Power 
	30 dBm for TDD, Same PSD for SBFD

	
	Noise figure
	10 dB

	
	Max modulation
	256 QAM

	UE
	UE antenna configuration
	Tx: (M,N,P,Mg,Ng;Mp,Np) = (2,4,1,1,2;1,1), (dH,dV) = (0.5, 0.5)λ
Rx: (M,N,P,Mg,Ng;Mp,Np) = (2,4,2,1,2;1,1), (dH,dV) = (0.5, 0.5)λ 

	
	Antenna model
	Table A.2.1-8 in TR 38.802

	
	Antenna element gain
	5 dBi

	
	Max UE TX Power
	23 dBm

	
	UE power control
	Sec. 9.1 TR36.942
P0= -80 dBm, alpha = 0.8

	
	Noise figure
	10 dB

	
	Max modulation
	64 QAM

	Traffic
	DL/UL FTP packet size
	0.5Mbyte for DL and 0.125 Mbytes for UL

	
	Traffic split
	To reach target utilizations

	
	Target Resource utilization
	<10%, 20-40%, >50%

	Intra-network
	Spatial isolation for self-interference (Tx panel à Rx port)
	“Realistic”: 90 dB including 10 dB Tx beam nulling with 3dB DL loss

“Optimistic”: 1 dB desense for self-interference suppression

	
	Inter-sector Isolation (sector<->sector) Tx panel à Rx port
	“Realistic”: 88 dB
“Optimistic”: 98 dB

	
	Digital cancellation
	0 dB

	
	UE-UE “ACIR” SBFD operator
	15 dB (ACS=33dB, ACLR=15dB based on IBE model)

	
	gNB-gNB “ACIR” SBFD operator
	22 dB (ACLR 28dB, ACS 23.5 dB)

	Inter-network
	BS-BS ACIR (adjacent channels)
	N/A

	
	UE-UE ACIR (adjacent channels)
	N/A

	
	BS-UE ACIR (adjacent channels)
	N/A

	
	UE-BS ACIR (adjacent channels)
	N/A

	
	Co-sited isolation 
	N/A

	Piecewise linear blocking model (RAN4 model)
	Total input average power threshold 1 (P1) 
	-58 dBm

	
	Total input average power threshold 2 (P2) 
	N/A

	
	Sensitivity degradation slope 1 (k1) 
	0.5 dBm/dB

	
	Sensitivity degradation slope 2 (k2) 
	N/A 

	
	Total input average power blocking limit (P3)
	-40 dBm

	Latency related assumptions
	DL transmission preparation time (BS)
	1 slot

	
	DL decoding latency (UE)
	1 slot

	
	UL transmission preparation time (UE)
	1 slot

	
	UL decoding latency (BS)
	1 slot

	
	Scheduling Request (SR) transmission opportunity
	Available in every UL or SBFD slot

	
	DCI transmission opportunity
	Available in every DL or SBFD slot
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	Key assumptions







Sub-cases
	Interference modelling
(e.g., Self-interference and Co-site: Spatial isolation + digital isolation)
	SBFD slot configuration
	BS transmit power
	SBFD antenna configuration
	Packet Size

	
	Self-interference
	Co-site inter sector

	Alt.-2: {DDDSU} vs.   {XXXXU}
	Alt.-4:
{DDDSU} vs.   {XXXXX}
	Alt.-3:
{DDSUU} vs.   {XXXXU}
	53dBm
	49dBm
	Twice area&same TxRUs
('Same Gain’)
	Same area&same TxRUs
(‘Same area’)
	DL: 4Kbytes, UL: 1Kbyte
	DL: 0.5Mbytes, UL: 0.125Mbyte

	
	70 dB + 10 dB (Tx beam null)
	1 dB deseeds
(Total = 148 dBc)
	75 dB
	93 dB
	
	
	
	
	
	
	
	
	

	[bookmark: _Hlk130468745]SBFD#1_UMa_FR1_Alt.2_Real_SameGain
	○
	
	○
	
	○
	
	
	○
	
	○
	
	
	○

	SBFD#1_UMa_FR1_ Alt.2_Real_SameArea
	○
	
	○
	
	○
	
	
	○
	
	
	○
	
	○

	SBFD#1_UMa_FR1_Alt.2_Opti_SameGain
	
	○
	
	○
	○
	
	
	○
	
	○
	
	
	○

	SBFD#1_UMa_FR1_ Alt.2_Opti_SameArea
	
	○
	
	○
	○
	
	
	○
	
	
	○
	
	○

	SBFD#1_UMa_FR1_Alt.4_Real_SameGain
	○
	
	○
	
	
	○
	
	○
	
	○
	
	
	○

	SBFD#1_UMa_FR1_ Alt.4_Real_SameArea
	○
	
	○
	
	
	○
	
	○
	
	
	○
	
	○

	SBFD#1_UMa_FR1_Alt.4_Opti_SameGain
	
	○
	
	○
	
	○
	
	○
	
	○
	
	
	○

	SBFD#1_UMa_FR1_ Alt.4_Opti_SameArea
	
	○
	
	○
	
	○
	
	○
	
	
	○
	
	○

	SBFD#1_UMa_FR1_Alt.3_Real_SameGain
	○
	
	○
	
	
	
	○
	○
	
	○
	
	
	○

	SBFD#1_UMa_FR1_ Alt.3_Real_SameArea
	○
	
	○
	
	
	
	○
	○
	
	
	○
	
	○

	SBFD#1_UMa_FR1_Alt.3_Opti_SameGain
	
	○
	
	○
	
	
	○
	○
	
	○
	
	
	○

	SBFD#1_UMa_FR1_ Alt.3_Opti_SameArea
	
	○
	
	○
	
	
	○
	○
	
	
	○
	
	○
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	Key assumptions







Sub-cases
	Interference modelling
(e.g., Self-interference and Co-site: Spatial isolation + digital isolation)
	SBFD slot configuration
	BS transmit power
	SBFD antenna configuration
	Packet Size

	
	Self-interference
	Co-site inter sector

	Inter-operator
co-sited
	Alt.-2:
Ref {DDDSU}
Vs.
{DDDSU},{XXXXU}
	Alt.-4:
Ref {DDDSU} vs.
{DDDSU}  ,{XXXXX}
	Alt.-3:
Ref {DDDSU} vs.
{DDSUU} ,{XXXXU}
	53dBm
	49dBm
	Twice area&same TxRUs
('Same Gain’)
	Same area&same TxRUs
(‘Same area’)
	DL: 4Kbytes, UL: 1Kbyte
	DL: 0.5Mbytes, UL: 0.125Mbyte

	
	70 dB + 10 dB (Tx beam null)
	1 dB deseeds (Total = 148 dBc)
	75 dB
	93 dB
	75 dB
	
	
	
	
	
	
	
	
	

	SBFD#4_UMa_FR1_Alt.2_Real_SameGain_0GridShift
	○
	
	○
	
	○
	○
	
	
	○
	
	○
	
	
	○

	SBFD#4_UMa_FR1_Alt.2_Real_SameGain_100GridShift
	○
	
	○
	
	
	○
	
	
	○
	
	○
	
	
	○

	SBFD#4_UMa_FR1_ Alt.2_Real_SameArea_0GridShift
	○
	
	○
	
	○
	○
	
	
	○
	
	
	○
	
	○

	SBFD#4_UMa_FR1_ Alt.2_Real_SameArea_100GridShift
	○
	
	○
	
	
	○
	
	
	○
	
	
	○
	
	○

	SBFD#4_UMa_FR1_Alt.4_Real_SameGain_0GridShift
	○
	
	○
	
	○
	
	○
	
	○
	
	○
	
	
	○

	SBFD#4_UMa_FR1_Alt.4_Real_SameGain_100GridShift
	○
	
	○
	
	
	
	○
	
	○
	
	○
	
	
	○

	SBFD#4_UMa_FR1_ Alt.4_Real_SameArea_0GridShift
	○
	
	○
	
	○
	
	○
	
	○
	
	
	○
	
	○

	SBFD#4_UMa_FR1_ Alt.4_Real_SameArea_100GridShift
	○
	
	○
	
	
	
	○
	
	○
	
	
	○
	
	○

	SBFD#4_UMa_FR1_Alt.3_Real_SameGain_0GridShift
	○
	
	○
	
	○
	
	
	○
	○
	
	○
	
	
	○

	SBFD#4_UMa_FR1_Alt.3_Real_SameGain_100GridShift
	○
	
	○
	
	
	
	
	○
	○
	
	○
	
	
	○

	SBFD#4_UMa_FR1_ Alt.3_Real_SameArea_0GridShift
	○
	
	○
	
	○
	
	
	○
	○
	
	
	○
	
	○

	SBFD#4_UMa_FR1_ Alt.3_Real_SameArea_100GridShift
	○
	
	○
	
	
	
	
	○
	○
	
	
	○
	
	○
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	Key assumptions







Sub-cases
	Interference modelling
(e.g., Self-interference and Co-site: Spatial isolation + digital isolation)
	SBFD slot configuration
	SBFD antenna configuration
	Packet Size

	
	Self-interference
	Alt.-2: {DDDSU} vs.   {XXXXU}
	Alt.-4:
{DDDSU} vs.   {XXXXX}
	Alt.-3:
{DDSUU} vs.   {XXXXU}
	Twice area&same TxRUs
('Same Gain’)
	Same area&same TxRUs
(‘Same area’)
	DL: 4Kbytes, UL: 1Kbyte
	DL: 0.5Mbytes, UL: 0.125Mbyte

	
	75 dB + 5 dB (Tx beam null) +10 dB(Digital IC)
(Total = 132 dBc including frequency isolation)
	1 dB desense (Total = 119 dBc)
	
	
	
	
	
	
	

	SBFD#1_InH_FR1_Alt.2_Real_SameGain_bf
	○
	
	○
	
	
	○
	
	
	○

	SBFD#1_InH_FR1_ Alt.2_Real_SameArea_bf
	○
	
	○
	
	
	
	○
	
	○

	SBFD#1_InH_FR1_Alt.2_Real_SameGain_sf
	○
	
	○
	
	
	○
	
	○
	

	SBFD#1_InH_FR1_ Alt.2_Real_SameArea_sf
	○
	
	○
	
	
	
	○
	○
	

	SBFD#1_InH_FR1_Alt.4_Real_SameGain_bf
	○
	
	
	○
	
	○
	
	
	○

	SBFD#1_InH_FR1_ Alt.4_Real_SameArea_bf
	○
	
	
	○
	
	
	○
	
	○

	SBFD#1_InH_FR1_Alt.4_Real_SameGain_sf
	○
	
	
	○
	
	○
	
	○
	

	SBFD#1_InH _FR1_ Alt.4_Real_SameArea_sf
	○
	
	
	○
	
	
	○
	○
	

	SBFD#1_InH _FR1_Alt.3_Real_SameGain_bf
	○
	
	
	
	○
	○
	
	
	○

	SBFD#1_InH _FR1_ Alt.3_Real_SameArea_bf
	○
	
	
	
	○
	
	○
	
	○

	SBFD#1_InH_FR1_Alt.3_Real_SameGain_sf
	○
	
	
	
	○
	○
	
	○
	

	SBFD#1_InH_FR1_ Alt.3_Real_SameArea_sf
	○
	
	
	
	○
	
	○
	○
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	Key assumptions







Sub-cases
	Interference modelling
(e.g., Self-interference and Co-site: Spatial isolation + digital isolation)
	SBFD slot configuration
	SBFD antenna configuration
	Packet Size

	
	Self-interference
	Alt.-2: {DDDSU} vs.   {XXXXU}
	Alt.-4:
{DDDSU} vs.   {XXXXX}
	Alt.-3:
{DDSUU} vs.   {XXXXU}
	Twice area&same TxRUs
('Same Gain’)
	Same area&same TxRUs
(‘Same area’)
	DL: 4Kbytes, UL: 1Kbyte
	DL: 0.5Mbytes, UL: 0.125Mbyte

	
	75 dB + 5 dB (Tx beam null) +10 dB(Digital IC)
(Total = 132 dBc including frequency isolation)
	1 dB desense (Total = 119 dBc)
	
	
	
	
	
	
	

	SBFD#3_2_InH_FR1_Alt.2_Real_SameGain_bf
	○
	
	○
	
	
	○
	
	
	○

	SBFD#3_2_InH_FR1_ Alt.2_Real_SameArea_bf
	○
	
	○
	
	
	
	○
	
	○

	SBFD#3_2_InH_FR1_Alt.2_Real_SameGain_sf
	○
	
	○
	
	
	○
	
	○
	

	SBFD#3_2_InH_FR1_ Alt.2_Real_SameArea_sf
	○
	
	○
	
	
	
	○
	○
	

	SBFD#3_2_InH_FR1_Alt.4_Real_SameGain_bf
	○
	
	
	○
	
	○
	
	
	○

	SBFD#3_2_InH_FR1_ Alt.4_Real_SameArea_bf
	○
	
	
	○
	
	
	○
	
	○

	SBFD#3_2_InH_FR1_Alt.4_Real_SameGain_sf
	○
	
	
	○
	
	○
	
	○
	

	SBFD#3_2_InH _FR1_ Alt.4_Real_SameArea_sf
	○
	
	
	○
	
	
	○
	○
	

	SBFD#3_2_InH _FR1_Alt.3_Real_SameGain_bf
	○
	
	
	
	○
	○
	
	
	○

	SBFD#3_2_InH _FR1_ Alt.3_Real_SameArea_bf
	○
	
	
	
	○
	
	○
	
	○

	SBFD#3_2_InH_FR1_Alt.3_Real_SameGain_sf
	○
	
	
	
	○
	○
	
	○
	

	SBFD#3_2_InH_FR1_ Alt.3_Real_SameArea_sf
	○
	
	
	
	○
	
	○
	○
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	Key assumptions







Sub-cases
	Interference modelling
(e.g., Self-interference and Co-site: Spatial isolation + digital isolation)
	SBFD slot configuration
	BS transmit power
	SBFD antenna configuration
	Packet Size

	
	Self-interference
	Co-site inter sector

	Alt.-2: {DDDSU} vs.   {XXXXU}
	Alt.-4:
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[bookmark: _Toc135043642]Annex D: UL Link Budget for TDD and SBFD
This appendix contains an UL link budget applicable to both TDD and SBFD. The key output quantities of the link budget analysis are maximum coupling loss (MCL) and maximum isotropic loss (MIL). The latter includes the antenna element gain + the sub-array gain, whereas the former does not. The link budget is parameterized by the variable X, where X is the required SNR to achieve a 1 Mbps data rate. The required SNR (different for TDD and SBFD) is obtained by separate link-level evaluation and is reported in Table 11.
Link budget (Based on template in Table A.3 in TR 38.830)
	System configuration
	Comments

	Channel for evaluation
	PUSCH
	

	Scenario and Carrier frequency (GHz)
	Urban Macro: 4 GHz
	

	Frame structure for TDD
	TDD: DDDSU (S: 10D:2G:2U)
SBFD: XXXXU, where X denotes SBFD slot.
- For SBFD slot, {DUD} pattern is assumed.
- 100MHz channel bandwidth and 30kHz SCS (273 PRB): < ND, NU, NG > = <104, 55, 5>
	According to RAN1#112bis-e agreement for LLS

	Transmitter
	

	(1) Number of transmit antenna elements
	1
	

	(2) Number of transmit TxRUs
Note: this row is void (left empty) for uplink
	
	

	(2a) Number of transmit chains modelled in LLS
	1
	

	(3) Total transmit power (dBm) 
Note: total transmit power for system bandwidth 
	23 dBm
	

	(3a) System bandwidth for downlink, or occupied bandwidth for uplink (Hz)
	1.08e7 Hz

	30 PRBs @ 30 kHz SCS è 10.8 MHz

	(3b) Power Spectrum Density = (3) - 10 log( (3a) / 1000000 )  (dBm/MHz) 
Note: no PSD constraint for uplink
	12.2 dBm / MHz
	

	(3c) Bandwidth used for the evaluated channel (Hz)
Note: (3c) is identical to the number of PRBs assigned to the channel evaluated.
For uplink, (3a) = (3c)
	1.08e7 Hz
	

	(3bis) Total transmit power for occupied bandwidth    =  (3b) + 10 log ( (3c) / 1000000 ) (dBm)
	23 dBm
	

	(4) Total antenna gain at antenna gain component 3 & antenna gain component 4 of transmitter = (4a) – (4b)  (dB)
	0 dB
	


	(4a) Antenna gain at antenna gain component 3 & antenna gain component 4 of transmitter
=   (4c) + 10 log ( (1) / (2a) ) (dB)   for uplink
	0 dB
	

	(4b) Antenna gain correction factor at antenna gain component 3 & antenna gain component 4 of transmitter (dB)
	0 dB
	According to TR38.830 Section 4.1 for FR1

	(4c) Gain of antenna element (dBi) 
	0 dBi
	According to TR38.830 Section 4.1 for FR1

	(5) Total antenna gain at antenna gain component 2  of transmitter = (5a) - (5b)  (dB)
Note: zero for uplink
	0 dB
	

	(5a) Antenna gain at antenna gain component 2 of transmitter = 10 log( (2)/(2a)) (dB)
Note: zero for uplink
	0 dB
	

	(5b) Antenna gain correction factor at antenna gain component 2 of transmitter (dB)
Note: zero for uplink
	0 dB
	Correction factor neglected

	(8) Cable, connector, combiner, body losses, etc. (enumerate sources) (dB) (feeder loss must be included for and only for downlink)
	0 dB
	Losses not modeled

	(9) EIRP = (3bis) + (4) + (5) – (8) dBm
	23 dBm
	

	Receiver
	

	(10) Number of receive antenna elements
	192
	According to RAN1#112bis-e agreement for LLS:

SBFD antenna configuration option-2,
- 192 antenna elements 
- (M,N,P,Mg,Ng) = (12,8,2,1,1)
- (optional) 128 antenna elements 
- (M,N,P,Mg,Ng) = (8,8,2,1,1)
- Note: it is the same for both SBFD and non-SBFD slots
Note: Companies to report the details if other antenna configurations are used.

	(10a) Number of receive TxRUs
Note: this row is void (empty) for downlink
	
64
	According to RAN1#112bis-e agreement for LLS:

SBFD antenna configuration option-2,
- 64 TxRUs
- Note: it is the same for both SBFD and non-SBFD slots

	(10b) Number of receive chains modelled in LLS
	2
	According to RAN1#112bis-e agreement for LLS:

gNB modelling in LLS for TDL:
- Option 1: 2 or 4 gNB RF chains in LLS. 
- Option 2 (Optional): Number of gNB RF chains = number of TXRUs in LLS. 
- Companies can report if and how correlation is modelled.

	(11) Total antenna gain at antenna gain component 3 & antenna gain component 4 of receiver = (11a) - (11b)  (dB) 
	11.2 dBi
	

	(11a) Antenna gain at antenna gain component 3 & antenna gain component 4 of receiver 
=  (11c) + 10 log (  (10)/(10a) )     (dB) for uplink
	11.2 dBi
	

	(11b) Antenna gain correction factor at antenna gain component 3 & antenna gain component 4 of receiver (dB)
	0 dB
	Correction factor neglected

	(11c) Gain of antenna element (dBi)
	6.4 dBi
	According to RAN1 agreement for SLS

	(11bis) Total antenna gain at antenna gain component 2 of receiver = (11bis-a) - (11bis-b) (dB)
Note: zero for downlink
	15 dB
	

	(11bis-a) Antenna gain at antenna gain component 2 of receiver = 10 log( (10a)/(10b)) (dB)
Note: zero for downlink
	15 dB
	

	(11bis-b) Antenna gain correction factor at antenna gain component 2 of receiver (dB)
Note:  zero for downlink
	0 dB
	Correction factor neglected

	(12) Cable, connector, combiner, body losses, etc. (enumerate sources) (dB) (feeder loss must be included for and only for uplink)
	0 dB
	Losses not modeled

	(13) Receiver noise figure (dB)
	
5 dB
	

	(14) Thermal noise density (dBm/Hz)
	
-174 dBm/Hz
	

	(15) Receiver interference density (dBm/Hz) 
	-Inf dBm/Hz
	Interference modelled as AWGN in LLS based on CDF obtained from SLS (Example 3 in RAN1#112bis-e agreement for LLS)

	(16) Total noise plus interference density        = 10 log (10^(( (13) + (14))/10) + 10^((15)/10))    (dBm/Hz)
	-169 dBm/Hz
	

	(18) Effective noise power = (16) + 10 log ((3c))   (dBm)
	-98.7 dBm
	

	(19) Required SNR (dB)
	X dB
	Value reported in Table 11

	(20) Receiver implementation margin (dB)
	
0 dB
	Implementation margin not modeled

	(21) H-ARQ gain (dB)
Note: Only applicable if HARQ is not considered in LLS
	0 dB
	HARQ modeled in LLS

	(22) Receiver sensitivity = (18) + (19) + (20) – (21)  (dBm)
	-98.7 + X
	

	(22bis) MCL = (3bis) – (22) + (5) + (11bis)   (dB)
	136.7 – X
	Value reported in Table 11

	(23) Hardware link budget, a.k.a. MIL  = (9) + (11) + (11bis) − (12) − (22)   (dB)
Note: MIL can also be derived by (22bis) + (4) – (8) + (11) − (12)
	147.9 – X
	Value reported in Table 11
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