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Introduction
In the previous meeting, the discussion focuses on functionality identification and model identification. Several high-level principles were agreed for the following studies. Besides, the concept of model ID, model transfer and model selection were discussed and concluded. 

In this contribution, we share our views on general framework diagram, functionality identification, model ID, model monitoring/assessment and model validation.
General framework diagram
As one of the important results of this SI, we think that it is important to conclude a framework diagram to visualize the core of AI/ML for air interface. It is not only useful to future study but also can be regarded as a reference for other WGs and outside of 3GPP. As summarized by FL in the previous meeting [1], the diagram in the following proposal was agreeable in general.

	[bookmark: _Hlk134945986]Proposal 6-1c:
Consider the below diagram for the general AI/ML framework as a starting point. This diagram may be modified by adding further blocks/arrows and/or revising the existing blocks/arrows. 
Notes
•A block may be implemented in one or multiple entities, some of which may be 3gpp or non-3gpp entities.
•The interactions between blocks may or may not have impact on 3gpp signaling.
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Among the functional blocks in the proposal, “model management/performance monitoring” is a distinctive block to illustrate the interactions between NW and UE for model operations that are visible over the air interface. 

But we think that the name of this block can be further polished. Referring to the agreement of RAN1#110-bis-e as shown below, performance monitoring is just one method of model monitoring. It would be better to modify it as model monitoring to cover other monitoring methods, which is not performance-based, such as data distribution assessment.

	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
· Monitoring based on inference accuracy, including metrics related to intermediate KPIs
· Monitoring based on system performance, including metrics related to system peformance KPIs
· Other monitoring solutions, at least following 2 options.
· Monitoring based on data distribution
· Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
· Output-based: e.g., drift detection of output data
· Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE



Besides, considering that model storage and model transfer/delivery are still controversial among companies, using dash line temporally in the diagram would be a suitable choice for a conclusion by now. 

[bookmark: _Hlk135043999]Proposal-1: To cover the monitoring methods that are not performance-based, it is suggested that the name of model management/performance monitoring is changed to model monitoring/management in the framework diagram.

Proposal-2: Adopt the diagram in Figure-1 as a starting point of general framework diagram. Further updates can be added according to RAN1/2 future discussions.
· Note: the block and arrows with dish line need to be further studied.



Figure-1 General framework diagram.


Functionality identification and functionality-based LCM

In the pre-meeting discussions, FL made the following summary [2] for further discussion in this meeting:

	We may use the term Functionality at various stages:

· Identified functionalities: conditions indicated by UE capability. It does not yet reflect NW’s interest. 
· Configured functionalities: based on conditions indicated by UE capability and NW’s interest. This is a subset of identified/[applicable] functionalities.
· Applicable functionalities: functionalities currently applicable among configured/identified functionalities, as agreed in 
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 Whether the applicable functionalities are based on identified functionalities or configured functionalities depends on the signaling procedure. Depending on the signaling procedure, companies suggested two alternatives:

Alt 1
· Configurable functionality is synonymous to identified functionality.
· Configured functionalities are determined by NW as a subset of identified functionalities.
· Applicable functionalities are reported from UE as a subset of configured functionalities.
· NW activates one functionality out of applicable functionalities.
Alt 2
· Applicable functionalities are reported from UE as a subset of identified functionalities.
· Configurable functionality is synonymous to applicable functionality.
· Configured functionalities are determined by NW as a subset of applicable functionalities.
· NW activates one functionality out of configured functionalities.
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Among these two alternatives, we think Alt 1 is a more practical choice. It is basically assumed that the applicable functionalities reported from UE to NW is time varying, which makes this report different from UE capability report. Comparatively, the functionalities configured by NW are relatively static. Therefore, putting the applicable functionalities reporting with dynamic under the stable configured functionalities would be a suitable design. While referring to Alt 2, the configured functionalities are restricted to follow the scope of the applicable functionalities. It would be difficult to make the configured or configurable functionalities follow the dynamic change in UE’s applicable functionalities.
 
[bookmark: _Hlk135044012]Observation-1: It would be difficult to make the configured or configurable functionalities follow the dynamic change in UE’s applicable functionalities. In this sense, Alt 1 is a better procedure than Alt 2. 

Proposal-3: Study the procedures and potential STD impacts of applicable functionality referring to the assumptions in Alt 1 proposed by FL.
· Configurable functionality is synonymous to identified functionality.
· Configured functionalities are determined by NW as a subset of identified functionalities.
· Applicable functionalities are reported from UE as a subset of configured functionalities.
· NW activates one functionality out of applicable functionalities.

According to the following agreement achieved in RAN1#112bis-e [3], we further share our views on the FFS parts of this agreement.

	[bookmark: _Hlk131632780]Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· [bookmark: _Hlk135006476]Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· [bookmark: _Hlk134522693]FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.



Regarding functionality-based LCM, whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the functionality level needs to be further studied. 

The models at UE-side could be a kind of scenario-specific models or site-specific models. Applicable conditions of models may not be shared with NW. In this sense, it would be difficult to provide assisted information from NW to UE and aid UE-side model operations. Considering flexibility in model design, it is also hard to assume that the vender-specific model design can be pre-defined in STD specification.  

[bookmark: _Hlk135044041]Observation-2: It is difficult for NW to aid UE-side transparent model operations with assisted information in functionality-based LCM.

On the other hand, UE-side transparent model operations have impacts on the performance of its corresponding functionalities. For example, the consequence of a model switching from one to the other would be a better performance at functionality level. Although the model switching at UE-side can be an implementation-based choice, it would be helpful to inform or indicate the NW side such kind of model level operations. With it, functionality monitoring at NW-side can adjust its monitoring record and decision. For example, NW may decide to deactivate an AI/ML functionality for its poor performance. But it will keep watching for a while if being indicated a model switching just happened at UE-side. 

Regarding functionality-based LCM operations, we think it is the responsibility of NW-side to make decisions and to configure or indicate activate/deactivate/fallback/switch AI/ML functionalities. Those decisions can be done based on NW-side performance monitoring at functionality level. Alternatively, functionality level performance can be observed from model level assessment at UE-side. Furthermore, UE can initiate the request of functionality operations based on its model assessment results. 

[bookmark: _Hlk135044050]Observation-3: The indication on UE-side model switching to NW is helpful to functionality-based LCM conducted at NW-side.

[bookmark: _Hlk135044062]Proposal-4: Regarding functionality-based LCM operations, at least the following approaches are studied: 
· NW-side performance monitoring at functionality level and following-up actions.
· UE initiated the request on functionality operations to NW based on its model-level-based monitoring. 

Global Model ID and Local Model ID

	RAN2 #121 agreement [2]
[bookmark: _Hlk134552944]RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 

RAN1#121be Conclusion 
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
-	When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.



[bookmark: _Hlk135009069]For a global model ID, we think it is mainly used in model identification/model registration procedure, with the involvement of the specific network entity with function on model ID assignment. While for model level operations and interactions between UE and NW, it is inefficient to assume that every operation is model-ID based operation, and inquiry model ID all the time. For model control related operations, such as model activation/deactivation/selection/switching, introducing local model ID would be more efficient way.

[bookmark: _Hlk135044075]Proposal-5: Regarding model-ID-LCM,
· Global model ID is assumed to be used in model identification/model registration procedure.
· Local model ID is introduced to facilitate model activation/deactivation/selection/switching.
· FFS: the relationship between the global model ID and the local model ID.

Model monitoring/assessment to inactive model

Assessment of the applicability of inactive AI/ML models is a very important procedure in model operations. For example, before the activation of a model, its performance should be pre-assessed. In model switching procedure, there is also a need to compare the performance of the being switched model with the performance of the running model. For model selection, performance comparison among multiple inactive models is needed.

[bookmark: _Hlk135044088]Observation-4: Model performance assessment is needed at least in the following scenarios:
· select one model/functionality to be activated among multiple models.
· initial activation of an AI/ML model.
· reactivation of an AI/ML model or AI/ML functionality from fallback mode.
· switch from one activated model/functionality to the other model/ functionality.

To assess an inactive model, one way to justify its model performance is based on input data distribution. More generally, we can compare the model's applicability condition to the current conditions. The other way to justify model performance is to assess the output of the inactive model. The challenge of this way is to operate inactive model in parallel with activated model operations.  

In addition, for NW-side assessment, referring to the historical model performance knowledge of other UE’s can be considered.  

[bookmark: _Hlk135044099]Proposal-6: For the purpose of model activation/selection/switching, study necessity, feasibility and potential specification impact for methods to evaluate the applicability of inactive AI/ML models, at least including the following examples:
· Evaluation by comparing the model's applicability condition to the current conditions.
· Evaluation based on input data distribution.
· Evaluation based on output of inactive model.
· Historic knowledge on model performance.

Model validation

In the previous meeting, model validation was discussed for the first time. FL made clarifications on the necessity of having this discussion and made a proposal as follows [1].

	The idea behind validation is that once a new model is developed, identified, and deployed, its performance needs to be somehow tested before it can be activated in the live network for the first time. RAN4 tests may not be able to test all models. For example, scenario or site-specific models may need to be tested in the corresponding scenario or site.  
The goal of validation is to verify whether a model is fit for use before activating it by any UE for the first time. In contrast, monitoring is an ongoing process to check whether a model is a good choice for a specific UE. Monitoring is performed on models that have already been validated for active use, and maybe even actively used for inference before.
Changes have been made for clarity and based on comments.)

Study the necessity and feasibility of a procedure to validate a UE-side model or two-sided model after deployment identification but prior to first active use, including at least:
· Validation based on activating using the model for testing validation purpose and measuring the inference accuracy/system performance
· Requirements for a model to be validated reliably (e.g., sufficient data coverage during validation)
· Note: This may or may not have specification impact.



We have some sympathy with the FL’s clarifications on the need of having study on model validation. Because of the high cost for conducting RAN4 test, usually only one test case is designed for a UE feature. For example, only throughput/BLER gain can be measured in the performance test of Rel-16 codebook. It is not a problem for a non-AI/ML algorithm, since the only algorithm will be assessed even there is only one test case. But the number of models under one UE feature may be quite large, it would be a reasonable prediction that many models have no chance to be RAN4 tested before being used in live network. Therefore, model validation is worth being studied to guarantee AI/ML benefits in real network applications.

Regarding the difference between the procedure of model validation and model monitoring, we think at least the following two issues should be considered:
· NW-side assessment: for an untested UE-side model, performance assessment at NW side is more reliable than UE-side monitoring/assessment.
· Data coverage: to justify a model is qualified in live network, ergodic performance is desired to be observed during model validation. In this sense, data collection with data coverage consideration needs to be studied. 

To have a wide data coverage for a live scenario, one possibility would be using pre-collected test vector set. If so, the procedure of model validation would be quite different from the procedure of model monitoring. 

Another issue of model validation is to study how to identify a model is validated or untested/unvalidated. One assumption could be that model IDs are only assigned to tested models. Unvalidated models can obtain model IDs after model validation. Other ways are also possible, for instance, distinction by model ID. 

Based on the above considerations, we have observations and proposals as follows.

[bookmark: _Hlk135044117]Observation-5: Difference of model validation from model monitoring includes:
· Only NW-side assessment is used in model validation.
· Sufficient data coverage needs to be considered for model validation. 

Observation-6: Validated model and unvalidated model need to be distinct from each other.

[bookmark: _Hlk135044129]Proposal-7: Study the necessity and feasibility of a procedure to validate a UE-side/UE part model after assigned an identification but before used for the first time, including at least:
· NW-side assessment method.
· Reliable validation with the consideration of sufficient data coverage.
· Identification of untested/unvalidated models and tested/validated models.

Conclusions

Observation-1: It would be difficult to make the configured or configurable functionalities follow the dynamic change in UE’s applicable functionalities. In this sense, Alt 1 is a better procedure than Alt 2. 

Observation-2: It is difficult for NW to aid UE-side transparent model operations with assisted information in functionality-based LCM.

Observation-3: The indication on UE-side model switching to NW is helpful to functionality-based LCM conducted at NW-side.

Observation-4: Model performance assessment is needed at least in the following scenarios:
· select one model/functionality to be activated among multiple models.
· initial activation of an AI/ML model.
· reactivation of an AI/ML model or AI/ML functionality from fallback mode.
· switch from one activated model/functionality to the other model/ functionality.

Observation-5: Difference of model validation from model monitoring includes:
· Only NW-side assessment is used in model validation.
· Sufficient data coverage needs to be considered for model validation. 

Observation-6: Validated model and unvalidated model need to be distinct from each other.

Proposal-1: To cover the monitoring methods that are not performance-based, it is suggested that the name of model management/performance monitoring is changed to model monitoring/management in the framework diagram.

Proposal-2: Adopt the diagram in Figure-1 as a starting point of general framework diagram. Further updates can be added according to RAN1/2 future discussions.
· Note: the block and arrows with dish line need to be further studied.

Proposal-3: Study the procedures and potential STD impacts of applicable functionality referring to the assumptions in Alt 1 proposed by FL.
· Configurable functionality is synonymous to identified functionality.
· Configured functionalities are determined by NW as a subset of identified functionalities.
· Applicable functionalities are reported from UE as a subset of configured functionalities.
· NW activates one functionality out of applicable functionalities.

Proposal-4: Regarding functionality-based LCM operations, at least the following approaches are studied: 
· NW-side performance monitoring at functionality level and following-up actions.
· UE initiated the request on functionality operations to NW based on its model-level-based monitoring. 

Proposal-5: Regarding model-ID-LCM,
· Global model ID is assumed to be used in model identification/model registration procedure.
· Local model ID is introduced to facilitate model activation/deactivation/selection/switching.
· FFS: the relationship between the global model ID and the local model ID.

Proposal-6: For the purpose of model activation/selection/switching, study necessity, feasibility and potential specification impact for methods to evaluate the applicability of inactive AI/ML models, at least including the following examples:
· Evaluation by comparing the model's applicability condition to the current conditions.
· Evaluation based on input data distribution.
· Evaluation based on output of inactive model.
· Historic knowledge on model performance.

Proposal-7: Study the necessity and feasibility of a procedure to validate a UE-side/UE part model after assigned an identification but before used for the first time, including at least:
· NW-side assessment method.
· Reliable validation with the consideration of sufficient data coverage.
· Identification of untested/unvalidated models and tested/validated models.
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Agreement                          Study   necessity, mechanisms,   after functionality identification,   for   UE to   report updates  on   applicable   functionality(es)  among   [configured/identified]   functionality(es), where the  applicable   functionalities may be a subset of all [configured/identified]   functionalities.  
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