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1. [bookmark: _Ref521334010]Introduction
In RAN#98 meeting, the sub use cases for AI/ML based beam management were confirmed as following:
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
In this contribution, we will discuss the potential specification impacts for above BM-Case1 and BM-Case2.
2. Discussion
2.1. Scope clarification
For the type of beam prediction, one debating point in previous meetings is whether the DL beam pair prediction is feasible since it may require the gNB and UE to disclose the beam information. In RAN1#112bis-e meeting, the following proposal has been discussed [1].
	Proposal 3.2.1: For DL beam pair prediction of BM-Case1 and BM-Case2 with a network-side AI/ML model, study the feasibility and potential spec impacts (if feasible) from the following aspects as a starting point 
· Whether/How to align the common understanding between NW and UE on the mapping between beam pairs and UE’s associated Rx beams
· Association/mapping of beams/beam pairs within Set A and beams within Set B
· Whether/How to indicate a beam pair / Tx beam /Rx beam from NW to UE
· Whether/How Rx beam related information corresponding to a Tx beam reported from UE to NW
· Generalization aspects, e.g., different UE Rx beam shapes/directions, different UE orientation/location
· Potential assistance information
· Note1: The potential down-selection/prioritization (if any) on the types of beam prediction is a separate discussion 
· Note2: The performance, overhead and spec impacts should be considered.
· Note3: Potential reporting and assistance information should not disclose proprietary/privacy information


For NW-side model, it is not practical to train a model for each UE due to large model training and storage overhead, so that the AI/ML model would be used to predict the best beam pairs for different UEs. Since the Rx beam patterns are implementation dependent, different UEs can have different Rx beam patterns. The model generalization capability of different Rx beam patterns should be considered when training the model. One key issue for beam pair prediction is how to map correct Tx beam ID and Rx beam ID as model input when a model could be used for beam pair prediction for different UEs. For Tx beam ID, the NW can generate a mapping between SSB/CSI-RS and Tx beam IDs, when UE reports the L1-RSRP and the RS indicator, the corresponding Tx beam ID can be obtained by the NW. For Rx beam ID, UE can first report the mapping between relative Rx beam info and local Rx beam ID to NW. When UE reports the RSRP, the corresponding local Rx beam ID is also reported. It should be noted that different UE may have different mapping rules between relative Rx beam info and local Rx beam ID. Hence, NW will map the reported local Rx beam IDs to global Rx beam IDs as model input. After model inference, the NW can map the predicted best Rx beam ID to local Rx beam ID and send the beam info to UE for providing the spatial Rx parameters of DL reception. The procedure for beam pair prediction of NW-side model is shown in Figure 1. 


[bookmark: _Ref134451733]Figure 1 Procedure for beam pair prediction of NW-side model
In RAN1#112 meeting, there is no consensus on directly reporting UE Rx beam shape/direction. To facilitate the NW mapping of the correct Rx beam IDs as model input, the contents of relative Rx beam information with preserving sensitive proprietary information need to be studied.
Proposal 1: For DL beam pair prediction with a NW-side model, considering the generalization of different UE Rx beam shapes/patterns, study how to report/send relative Rx beam information when preserving sensitive proprietary information.
For UE-side model, the AI/ML model can be trained by NW and transferred/delivered to UE, or trained by UE side. If the model is trained by NW, the model can be a cell-specific/gNB-specific/area-specific model. UE can first report the mapping between relative Rx beam info and local Rx beam ID to NW. During model training, UEs can report the L1-RSRP and local Rx beam ID to NW. NW could generate a mapping between SSB/CSI-RS and Tx beam ID, and a mapping between local Rx beam ID and global Rx beam ID. Then NW can use L1-RSRP with corresponding Tx and Rx beam ID to train the AI/ML model. For model inference at UE side, the Rx beams used for measuring each Tx beam should be aligned between NW and UE to ensure that the Rx beams used for training and inference are the same. Besides, both the mapping between SSB/CSI-RS and Tx beam ID, and the mapping between local Rx beam ID and global Rx beam ID used by the NW for model training should be known by the UEs. For Tx beam ID, the gNB and UE can define a mapping rule between RS ID and Tx beam ID to align the understanding between the NW and UE, and the exact Tx beam corresponding to the Tx beam ID is only known by the NW. If the pattern of Set B is fixed or pre-configured, the mapping rule may not be necessary, e.g., the measured RSRP can be inputted to the model in order. After model inference, UE can report the predicted best Tx beam ID to NW. The procedure for beam pair prediction of UE-side model trained by NW is shown in Figure 2.


[bookmark: _Ref134451917]Figure 2 Procedure for beam pair prediction of UE-side model trained by NW
For the model trained by UE side, the corresponding Tx beams of the training data set may be from various gNBs, and the number and patterns of Tx beams from various gNBs may be different. To facilitate the UE mapping of the correct Tx beam ID as model input, NW can first send the mapping between relative Tx beam info and local Tx beam ID to UE. During model training and model inference, the local Tx beam ID of the RS for measurement could also be provided. Then, UE could map the local Tx beam IDs to global Tx beam IDs. After model inference, UE can map the predicted best Tx beam ID to local Tx beam ID and report the local Tx beam ID to NW. The procedure for beam pair prediction of UE-side model trained by UE side is shown in Figure 3.


[bookmark: _Ref134452054]Figure 3 Procedure for beam pair prediction of UE-side model trained by UE-side
In the discussion of previous meeting, some companies thought that for UE-side model, there is no difference between Tx beam prediction and beam pair prediction from the specification perspective. In our opinion, at least the CSI-RS/SSB configuration may be different for Tx beam prediction and beam pair prediction. For beam pair prediction, the CSI-RS/SSB will be configured to support the Rx beam sweeping, and for the case of Figure 2, the Rx beams used for measuring each Tx beam should be aligned between NW and UE. For Tx beam prediction, Rx beam sweeping is not needed if the Tx beam prediction is for a specific Rx beam.
Based on the above analysis, we propose the following proposals. 
Proposal 2: For DL beam pair prediction with a UE-side model, study the following aspects:
· For model training at NW side, study how to report relative Rx beam information when preserving sensitive proprietary information
· For model training at UE side, study how to send/report relative Tx beam information when preserving sensitive proprietary information.
Proposal 3: For DL beam pair prediction with model training at NW side and inference at UE side, study how to align the mapping rule for Tx beam ID and Rx beam ID between the NW and UE.
2.2. Spec impacts
In this section, we will discuss the details of spec impacts of AI/ML-based beam management.
2.2.1. Model inputs
For the sub use case BM-Case1 and BM-Case2, the following conclusions for the AI/ML inputs was achieved in RAN1#109-e meeting [2] and RAN1#112 [7] . 
	Conclusion@RAN1#109-e
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
Conclusion @RAN1#109-e
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam pointing angles beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
Conclusion@RAN1#112
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction

Conclusion@RAN1#112
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement


In our simulation, we evaluate several alternatives and compare their performance in contribution [3]. Based on the simulation results, the input of L1-RSRP measurement based on Set B with fixed pattern has the best performance. For Set B with pre-configured pattern, if beam (pair) ID is implicitly used as model input, the model performance is also satisfactory. The key and difficulty is how to take the correct beam (pair) ID as model input. Based on our discussion in Section 2.1, some assistance information (e.g., relative Tx/Rx beam info) can be used to map the Tx/Rx beam ID for beam pair prediction. Whether it is beneficial to use the assistance information (e.g., relative Tx/Rx beam info) as model input for DL Tx beam prediction should be first evaluated in AI 9.2.3.1. 
Regarding using CIR based on Set B as AI/ML inputs, if AI/ML training or inference is at NW side, it will occupy significantly more UL feedback resources than using L1-RSRP measurement without significant performance improvement.
Proposal 4: For the AI/ML mode input for BM-Case1 and BM-Case2, suggest to support at least following： 
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID.
2.2.2. Data collection
Data collection is related with model training/inference/monitoring. In the following discussion, we will discuss the potential spec impact of data collection for model training/inference/monitoring.
In RAN1#110bis [4], the following agreement was reached for the selection of Set B.
	Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 


For Option 1, gNB sends the RS corresponding to the fixed Set B pattern. If the model is trained at NW side, UE needs to report the L1-RSRPs of Set B optionally with the corresponding RS/beam indicators. For Option 2, the Set B pattern is variable. For Opt A, gNB sends the RS corresponding to the pre-configured patterns in order. For Opt B, the Set B pattern is randomly changed among pre-configured patterns. For training data collection, it is naturally that the Set B pattern is determined by the gNB. It is possible that gNB configures UE to report the measurement results of multiple Sets B, or report the measurement results of Set A and gNB will determine the Set B pattern from the reported Set A. Regarding model inference, the pre-configured pattern can be selected by the gNB, or the UE can suggest the beam pattern from the pre-configured Set B patterns according to the measurement results. For example, gNB can configure the measurement RS of several pre-configured Set B patterns to UE. UE will measure the L1-RSRPs of each Set B pattern, and select the L1-RSRPs of the pattern with highest quality (e.g., highest average L1-RSRP) to report. In that case, the Set B pattern information should also be reported for data collection. 
Proposal 5: Regarding AI model inference for NW-side model, when Set B is randomly changed among the pre-configured patterns, study the potential specification impact of pre-configured pattern determination by considering the following options as a starting point：
· Option 1: The pre-configured pattern is selected by the gNB
· Option 2: The pre-configured pattern is recommended by the UE based on measurement results.
In RAN1#112bis-e [5], the following agreement regarding data collection for NW-side model was approved.
	Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered  


During the discussion, several reporting overhead reduction mechanisms have been proposed. The contents of the collected data may include the L1-RSRPs with the indications/index of the beams (beam pairs). To reduce the reporting overhead, the first way is to reduce the number of reported beams (beam pairs). As example, when reporting the L1-RSRPs of Set A or Set B, UE can only report the beams with L1-RSRP larger than a certain threshold, and the L1-RSRPs of other beams can be set as a particular value (e.g.,0) at NW. The second way is to reduce the number of reported index. For example, if differential RSRP reporting method is used, UE can report the index of the largest measured L1-RSRP, and the other differential L1-RSRP values are mapped in a defined order, e.g., in an ascending order of the RS resources in the RS set for measurement. In this way, if M resources are configured for measurement, UE can report one index and M L1-RSRPs (one largest L1-RSRP and M-1 differential L1-RSRPs). The third way can be considered for reducing the reporting overhead is to use less bits to quantize the L1-RSRP. In current spec, the largest measured L1-RSRP is quantized to 7 bits and the differential L1-RSRP is quantized to 4 bits, whether less bits can be used when reporting the L1-RSRP can be evaluated in AI 9.2.3.1.
Proposal 6: Regarding data collection for NW-side model, study the following options for reporting overhead reduction:
· Option 1: Reducing the number of reported beams (beam pairs)
· Option 2: Reducing the number of reported index 
· Option 3: Reducing the number of bits for RSRP quantization.
For model training at UE side, the UE can use the measurement results as model inputs and labels for model training. The details of model inputs and labels for model training at UE sided can be left to UE implementation.
In RAN1#112bis-e [5], the following agreement regarding data collection for UE-side model was approved.
	Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded

Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details


According to the agreements, data collection can be initiated/triggered by NW or UE. If the data collection is triggered by NW, the NW should let UE know the intention of the RS transmission. For instance, if the RS transmission is for generating training dataset of AI/ML model at UE side, it is not expected to report the measurement results from UE to NW. For data collection initiated/triggered by UE, the NW may response or confirm UE’s request, and the details of the response or confirmation can be further studied. When the network resources are limited, the NW can refuse UE’s request. No matter which way to initiate/ trigger the data collection, the NW needs to know the pattern of Set A and/or Set B for corresponding RS transmission. The Tx beam pattern of Set A can be determined by the gNB since it is related to the antenna/beam configuration of the gNB. For the Tx beam pattern of Set B, it can be determined by gNB and signaled to UE, or UE can determine Set B from Set A. For beam pair prediction, the Rx beam pattern of Set B and Set A can be determined by UE. The configuration of RS should be aligned with Rx beam sweeping assumption of Set B and Set A to support the beam measurement of Set B and Set A. How to align the Set A and Set B information, especially for the RS transmission manner to align with Rx beam assumption at the UE side need to be further studied. Besides, the preferred size of training dataset and minimum periodicity of the RS can be indicated from the UE to network. The UE can indicate a preferred dataset size when considering both training complexity and model performance. The minimum periodicity of RS is related to the UE speed. For example, if the minimum RS periodicity for low-speed UEs is too small, the UE may get the same L1-RSRP results from several subsequent measurements.
Proposal 7: Regarding the training data collection for AI/ML model training at UE side, study the potential specification impact on the following aspects:
· RS transmission to align/determine beam pattern of Set A/Set B, including RS transmission to align with Rx beam assumption at UE side
· Indication of the preferred size of training dataset 
· Indication of the minimum periodicity of the RS transmission.
2.2.3. Model/functionality identification
Model identification or functionality identification is a process/method of identifying an AI/ML model/functionality for the common understanding between the NW and the UE. In our companion contribution [6], we discuss the metadata provided by model/functionality identification. At least for collaboration Level y, gNB doesn’t know the exact model in UE side, if the model deployed at UE is proprietary. Thus, sufficient information of the AI/ML model shall also be provided to enable LCM within 3GPP network.
Regarding to the model identification, the metadata of an AI/ML model shall include the applicable condition and model performance indicators. The applicable condition can be the associated AI/ML-enabled Feature/FG, association with specific configurations (e.g. configuration for nominal input and/or nominal output, configuration for RS measurement, etc), additional conditions (e.g. scenarios, sites, datasets, and concurrent use with other AI/ML models and/or non-AI/ML features). For AI based BM, the AI/ML-enabled Feature/FG can be BM-Case1 and BM-Case2, or DL beam pair prediction and DL Tx beam predication. The information of model inputs can be the number and pattern(s) of DL Tx beams or beam pairs in Set B. gNB can use the model functionality and information of model inputs to decide how to transmit the RS in DL Tx beam of Set B. The information of model outputs can be the number of predicted beam, e.g., N predicted DL Tx beams or beam pairs and/or L1-RSRP. Based on the information of model outputs, gNB can decide the feedback UL resources for the number of N best beam ID and/or L1-RSRP. The information of additional conditions may be helpful for model monitoring based on applicable scenarios/sites, and can be used for model switching/selection/fallback. The information on model performance indicators, which may be hypothetic or predicted, can help the network to decide whether to active the model [6].
Proposal 8: Regarding the model identification of BM-Case1 and BM-Case2, study the following aspects as a starting point for identification information which UE should provide to gNB:
· Applicable conditions
· Applicable AI/ML-enabled Feature/FGI, e.g., BM-Case1/BM-Case2 or DL beam pair/Tx beam prediction
· Association with specific configurations, including information of model inputs/nominal inputs (e.g., the number and pattern(s) of DL Tx beams or beam pairs in Set B), information of model outputs/nominal outputs(e.g., the number of predicted beam and/or L1-RSRP)
· Additional conditions, e.g. scenarios, sites, datasets, concurrent use with other AI/ML models and/or non-AI/ML features
· Model performance indicators
· Performance of inference accuracy or system performance, e.g., beam prediction accuracy.
Regarding to the functionality identification, the UE also needs to provide the identification information to gNB, and it was agreed to reuse 3GPP UE capability report as the starting point. For a given sub-use-case, one or more functionalities may be provided by the UE, and UE can use more than one model to realize a functionality. How to distinguish different functionalities is not clear so far. One possible way is to use large granularity characteristics such as input type and/or output type, allowing network have correct understanding on ‘what is required’ and ‘what can be provided’ [6]. For example, we have two models, i.e., model 1 and model 2. Model 1 is for beam pair prediction and model 2 is for DL Tx beam prediction on a specific Rx beam. For model 1 inference, UE needs to sweep the Rx beams to measure the L1-RSRP of Set B. But for model 2 inference, the Rx beam sweeping is not needed for Set B measurement. Obviously, it requires different RS configurations at the gNB side, hence model 1 and model 2 cannot be within a functionality. For another example, we have model 3 and model 4, which are both used for Tx beam prediction. The output of model 3 is Top-K beam ID while the output of model 4 is the predicted L1-RSRP. For model 3, UE could provide the Top-K beam ID to gNB, and for model 4, UE could provide the Top-K beam ID and corresponding predicted L1-RSRPs to gNB, which requires different report quantities and resources configuration. Hence, it is not proper to group model 3 and model 4 into one functionality. 
Proposal 9: Regarding the functionality identification of BM-Case1 and BM-Case2, study distinguishing different functionalities by large granularity characteristics, e.g. input type and output type.
2.2.4. [bookmark: _Ref127296226]Model inference
In RAN1#112bis-e meeting [1], the following proposal has been discussed.
	Proposal 3.2.2: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study feasibility, necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Beam indication of multiple future time instances [in one indication] for BM-Case2
· FFS: applicable for Top-1 and/or Top-K predicted beams
· Measurement reporting of multiple past time instances in one reporting instance for BM-Case2 
· Overhead reduction for the reporting of L1-RSRP measurement results 
· FFS: e.g. reporting a partial Set B, L1-RSRP quantization, compressed temporal information for BM-Case2, statistics of past measurements for BM-Case2, etc.
· Beam indication of based on unmeasured/outdated source RS Tx beam(s) for BM-Case1 and BM-Case2
· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead


The above proposal is aiming to study the potential specification impacts of beam reporting and indication. 
For BM-Case2, since the predicted beams are for the multiple future time instances, how to indicate the beam for multiple future time instances can be studied. In legacy Rel-15/16 TCI state indication mechanism and Rel-17 unified TCI state indication mechanism, the beams to be applied should follow the timeline. For example, in Rel-17 unified TCI mechanism, the first slot that applying the TCI state of the beam indication signaling is defined as at least beamAppTime symbols after the last symbol of the acknowledgment of the beam indication, and the value of beamAppTime is configured by gNB based on UE capability. As shown in Figure 4, the DCI carrying the TCI state indication is transmitted at T0, the positive HARQ-ACK corresponding to the PDSCH scheduled by the DCI carrying the TCI State indication is transmitted at T1, and the TCI state will be applied at T2.


[bookmark: _Ref134546574]Figure 4 Beam indication timeline of Rel-17 unified TCI
For BM-Case2, the gNB can indicate the best beam to UE following the legacy beam application timeline based on the time instance the best beam should be applied. Another way is to indicate the best beams of multiple future time instances in one indication, and the best beams along with the corresponding application time information can be provided to UE.
Proposal 10: For BM-Case2 with a network-side AI/ML model, study the following options of indicating the beam for multiple future time instances:
· Opt1: Indicating the beams of multiple future time instances in multiple indications and reusing legacy TCI indication mechanism
· Opt2: Indicating the beams of multiple future time instances in one indication and providing the application time of the indicated beams.
In legacy beam reporting mechanism, one reporting instance is corresponding to the measurement results of the associated RS resource measured in one time instance or the averaged measurement results of the associated RS resource measured in multiple time instances. For BM-Case2, UE can report the measurement results of multiple past time instances in one reporting instance to reduce the reporting overhead. For example, UE can report the largest measured L1-RSRP among multiple time instances and all the other measured L1-RSRP can be reported as the differential L1-RSRPs with a reference to the largest measured L1-RSRP.
Proposal 11: For BM-Case2 with a network-side AI/ML model, study reporting the measured L1-RSRP of multiple past time instances in one reporting instance for reporting overhead reduction.
For beam indication, to determine the best beam (pair) from the predicted Top-K beam (pairs), the following two options can be considered.
Opt.1: The gNB sweeps over the predicted Top-K beam (pairs) and UE measures the L1-RSRP of the Top-K beam (pairs).  
Opt.2: The gNB directly determines the best beam (pair) from the predicted Top-K beam (pairs) 
For Opt.1, sweeping over the predicted Top-K beam (pairs) can cause additional latency and RS transmission overhead. After sweeping over the predicted Top-K beam (pairs), legacy TCI indication mechanism can be used. For Opt.2, gNB can directly determine the best beam e.g., based on resource allocation, without further beam sweeping. For beam indication of Tx beam prediction, since UE may not measure the best beam (pair) before, the indicated beam may be an unmeasured Tx beam. For UE, how to determine the Rx beam of the unmeasured Tx beam should be further studied. For beam pair prediction, gNB can select the best beam pair from the predicted beam pairs, it can be considered to indicate the predicted Rx beam to UE instead of the legacy QCL-type D indication.   
Proposal 12: For BM-Case1 and BM-Case2 with a network-side AI/ML model, beam indication of the predicted Top-K beam (pairs) should be further studied by considering following options:
· Opt1: Reusing legacy TCI indication mechanism (e.g., Rel-15/16 TCI framework and Rel-17 unified TCI framework)
· Opt2: Indicating unmeasured Tx beam to UE
· Opt3: Indicating Rx beam to UE.
In RAN1#112 [7], the following agreement for UE-side model was approved.
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered


Based on the agreements, the indication of the associated Set A from network to UE can be further studied. In our view, the indication of the associated Set A is for UE reporting the predicted Top-K beam (pairs). In legacy L1-RSRP reporting, the UE shall report the L1-RSRP of the CSI resource setting associated with the CSI reporting. For AI-based BM, the resource setting associated with the CSI reporting shall include both the resources for measurement (Set B) and the resource for reporting (Set A). The resource for Set A will not be transmitted and measured but be used for prediction, and UE will report the beam prediction result from the resource for Set A. If Set B is the subset of Set A, the gNB can configure the resources for Set A and indicate the resources for Set B in an explicit or implicit way. For example, gNB can indicate the resources for Set B by a bitmap or defining a rule like the resources for Set B is the first N resources of Set A.
Proposal 13: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding how to indicate the association/mapping of Set A and Set B:
· Study indicating the resources of Set A and Set B associated with CSI reporting
· Study both explicit indication and implicit indication methods.
It was also agreed to further study the reporting of predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s). One open issue is whether/how to differentiate predicted L1-RSRP and measured L1-RSRP. In our opinion, it is not needed to differentiate the predicted L1-RSRP and measured L1-RSRP. Both the predicted L1-RSRP and measured L1-RSRP are used for best beam (pair) determination, if there is large error of the predicted L1-RSRP, the performance degradation will be realized by model monitoring procedure.
Proposal 14: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, when reporting the predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s), there is no need to differentiate predicted L1-RSRP and measured L1-RSRP. 
2.2.5. [bookmark: _Ref127209179]Performance monitoring
The propagation environment in the system may change due to various factors, e.g. moving of UE and new obstacles. Due to the large change of propagation environment, the performance of AI/ML based beam management may deteriorate dramatically. In order to avoid long time performance degradation, performance monitoring of AI/ML model or functionality is needed, and some actions should be taken when the AI/ML model or functionality becomes invalid.
For UE-side performance monitoring, UE needs to calculate the KPIs and make decision of model selection/activation/ deactivation/switching/fallback operation. The RS configuration/beam reporting/ beam indication for to be activated AI/ML models and for legacy beam management may be different from that of to be deactivated models, hence UE should report the decision of model activation/ deactivation/switching/fallback to the network, and the decision shall be applied after UE receiving the acknowledgement from the network.  
Proposal 15: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for Alt.1 UE-side model monitoring, study the potential specification impacts on the following aspects:
· Reporting the decision of model activation/ deactivation/switching/fallback to the network
· Acknowledgement mechanism of model activation/ deactivation/switching/fallback from the network.
Regarding the performance metric(s) of AI/ML performance monitoring and the benchmark/reference for performance comparison, the following agreements were approved in RAN1#112 [7] and RAN1#112 bis [5].
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Agreement 
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
· FFS:
· Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
· Other alternative is not precluded. 


For the performance metrics, Alt.1 and Alt.4 are the intermediate KPIs of the AI/ML model. The intermediate KPIs is more straightforward than Alt.2 link quality related KPIs, since link quality KPIs may be influenced by other factors. For Alt.3, the specific metrics and the model monitoring performance should be studied in AI 9.2.3.1 to evaluate whether it is valid to take Alt.3 for model monitoring. 
For Alt.1 of the benchmark, one potential method is to measure the beams from the Set A and decide whether the AI/ML model or functionality is still valid by comparing the model outputs and best beam(s) of Set A. To get the best beam(s) of Set A, gNB still needs to transmit RS with beams in Set A. Thus, the power consumption and RS resources can NOT be saved compared with R16/R17 legacy beam management procedure. To save the power consumption and RS resources, it’s better to study how to calculate the intermediate KPIs only based on Set B, so that gNB doesn’t need to transmit RS in Set A at all, for example, UE measures multiple Set Bs to constitute Set A or nearly constitute Set A, so that UE can get the best beam(s) of Set A based on the measurement of multiple Set Bs. 
If the performance of AI/ML based beam management is not desirable, the following procedures should be studied, e.g., updating the AI/ML model, switching the AI/ML model to another one, and fall back to legacy beam management. To determine the most suitable AI/ML model in current time, both the activated AI/ML model and the inactive model(s) should be monitored, otherwise NW or UE will not know which model is the most suitable in current time or which model should be switched to if the performance of activated model for inference is not desirable. Therefore, the performance of inactive model(s) should be the benchmark/reference. Regarding the performance metric of monitoring inactive model(s), e.g., based on input data distribution/applicable condition/inference accuracy can be further studied.
Besides, the model switch/fallback events should be defined to ensure the robustness. For example, the beam failure event is defined as the number of beam failure instance within a timer is greater than a threshold. A similar event can be defined for model update/switching/fallback to consider both robustness and latency.
Proposal 16: For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of the following alternatives as the benchmark/reference (if applicable) for performance comparison
· The best beam(s) obtained by measuring beams of multiple sets that nearly constitutes set A
· AI/ML solution subject to an inactive model, to make the decision of switching/selection based on the performance comparison with the AI/ML solution being monitored.
Proposal 17: Regarding the performance monitoring for BM-Case1 and BM-Case2, study the specification impacts on the following aspects:
· Model update/switching/fallback procedures based on model monitoring results, including the signaling exchange between the gNB and UE
· Trigger condition for model update/switching/fallback.
3. Conclusion
In this contribution, the related spec impacts for AI/ML based beam management are discussed. The proposals are summarized as follows:
Proposal 1: For DL beam pair prediction with a NW-side model, considering the generalization of different UE Rx beam shapes/patterns, study how to report/send relative Rx beam information when preserving sensitive proprietary information.
Proposal 2: For DL beam pair prediction with a UE-side model, study the following aspects:
· For model training at NW side, study how to report relative Rx beam information when preserving sensitive proprietary information
· For model training at UE side, study how to send/report relative Tx beam information when preserving sensitive proprietary information.
Proposal 3: For DL beam pair prediction with model training at NW side and inference at UE side, study how to align the mapping rule for Tx beam ID and Rx beam ID between the NW and UE.
Proposal 4: For the AI/ML mode input for BM-Case1 and BM-Case2, suggest to support at least following： 
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID.
Proposal 5: Regarding AI model inference for NW-side model, when Set B is randomly changed among the pre-configured patterns, study the potential specification impact of pre-configured pattern determination by considering the following options as a starting point：
· Option 1: The pre-configured pattern is selected by the gNB
· Option 2: The pre-configured pattern is recommended by the UE based on measurement results.
Proposal 6: Regarding data collection for NW-side model, study the following options for reporting overhead reduction:
· Option 1: Reducing the number of reported beams (beam pairs)
· Option 2: Reducing the number of reported index 
· Option 3: Reducing the number of bits for RSRP quantization.
Proposal 7: Regarding the training data collection for AI/ML model training at UE side, study the potential specification impact on the following aspects:
· RS transmission to align/determine beam pattern of Set A/Set B, including RS transmission to align with Rx beam assumption at UE side
· Indication of the preferred size of training dataset 
· Indication of the minimum periodicity of the RS transmission.
Proposal 8: Regarding the model identification of BM-Case1 and BM-Case2, study the following aspects as a starting point for identification information which UE should provide to gNB:
· Applicable conditions
· Applicable AI/ML-enabled Feature/FGI, e.g., BM-Case1/BM-Case2 or DL beam pair/Tx beam prediction
· Association with specific configurations, including information of model inputs/nominal inputs (e.g., the number and pattern(s) of DL Tx beams or beam pairs in Set B), information of model outputs/nominal outputs(e.g., the number of predicted beam and/or L1-RSRP)
· Additional conditions, e.g. scenarios, sites, datasets, concurrent use with other AI/ML models and/or non-AI/ML features
· Model performance indicators
· Performance of inference accuracy or system performance, e.g., beam prediction accuracy.
Proposal 9: Regarding the functionality identification of BM-Case1 and BM-Case2, study distinguishing different functionalities by large granularity characteristics, e.g. input type and output type.
Proposal 10: For BM-Case2 with a network-side AI/ML model, study the following options of indicating the beam for multiple future time instances:
· Opt1: Indicating the beams of multiple future time instances in multiple indications and reusing legacy TCI indication mechanism
· Opt2: Indicating the beams of multiple future time instances in one indication and providing the application time of the indicated beams.
Proposal 11: For BM-Case2 with a network-side AI/ML model, study reporting the measured L1-RSRP of multiple past time instances in one reporting instance for reporting overhead reduction.
Proposal 12: For BM-Case1 and BM-Case2 with a network-side AI/ML model, beam indication of the predicted Top-K beam (pairs) should be further studied by considering following options:
· Opt1: Reusing legacy TCI indication mechanism (e.g., Rel-15/16 TCI framework and Rel-17 unified TCI framework)
· Opt2: Indicating unmeasured Tx beam to UE
· Opt3: Indicating Rx beam to UE.
Proposal 13: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding how to indicate the association/mapping of Set A and Set B:
· Study indicating the resources of Set A and Set B associated with CSI reporting
· Study both explicit indication and implicit indication methods.
Proposal 14: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, when reporting the predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s), there is no need to differentiate predicted L1-RSRP and measured L1-RSRP. 
Proposal 15: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, for Alt.1 UE-side model monitoring, study the potential specification impacts on the following aspects:
· Reporting the decision of model activation/ deactivation/switching/fallback to the network
· Acknowledgement mechanism of model activation/ deactivation/switching/fallback from the network.
Proposal 16: For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of the following alternatives as the benchmark/reference (if applicable) for performance comparison
· The best beam(s) obtained by measuring beams of multiple sets that nearly constitutes set A
· AI/ML solution subject to an inactive model, to make the decision of switching/selection based on the performance comparison with the AI/ML solution being monitored.
Proposal 17: Regarding the performance monitoring for BM-Case1 and BM-Case2, study the specification impacts on the following aspects:
· Model update/switching/fallback procedures based on model monitoring results, including the signaling exchange between the gNB and UE
· Trigger condition for model update/switching/fallback.
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