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Introduction
Rel-18 study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, agreed in [1], and objectives of the SI are as follows:  
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

For the use cases under consideration:

Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.




In this contribution, we further discuss the general aspects of AI/ML with respect to air interface based on the agreements from RAN WG#1.
[bookmark: _Hlk510705081]Discussion
[bookmark: _Ref117506594]Prioritization within the scope of the study
Rel-18 study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface establishes a foundation for further evolution of ML at air interface and paves a road to 6G. Rel.18 is the first step in the long-lasting journey toward the expansion of ML functionalities in the air interface. Considering time constraints in Rel.18 and current progress, we believe that RAN1 needs to narrow down the scope of the study and deprioritize the most challenging topics (such as open format models or online training methods), leaving those for study in future releases. 
At the same time, it is important to ensure that the AI/ML framework produced in Rel.18 is future-proof, i.e., it can be extended with more disruptive features in the future without reverting to agreed solutions.
We suggest during RAN1#113 to discuss and agree on the topics that can be deprioritized for the remainder of the study.  
Proposal 1: RAN1 to discuss prioritization of topics to focus on in Rel.18 considering the following principles:
· Narrow down the scope and ensure timely completion of the study;
· Ensure that AI/ML framework produced by Rel.18 is future-proof.

Functionality and Model identification
	Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality



	Model selection​
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.​
Note: Model selection may or may not be carried out simultaneously with model activation​







	Agreement from RAN1 #112bis-e
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
				
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model  may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
		
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Agreement from RAN1 #112bis-e
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.​
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.​

Agreement from RAN1 #112
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 

Agreement from RAN1 #112
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.


	
Conclusion​ from RAN1 #112bis-e
· From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.​
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.




The previous working assumption and the agreements in RAN1#112 [3] and RAN1#112bis-e [2] have introduced two different ML-related identification types: Functionality identification and Model identification. These agreements define to a very large extent the 3GPP framework of AI/ML for Rel-18. Figure 1 illustrates the usage of Functionality defined by conditions information and the use of and logical ML Model(s) within each Functionality, with more updates and details in addition to earlier proposals in [4]-[5].
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[bookmark: _Ref118389082]Figure 1: ML-enabled Feature: Proposed relationship between ML-enabled Feature/FG, ML Functionalities enabled by configurations based on conditions (conditions indicated by UE capability), and logical ML Models (set of physical ML Models) associated with specific conditions and additional conditions.

Functionality-based LCM
Conditions (Applicable Conditions)
RAN1#112 [3] has discussed the following FL proposal on applicable conditions (note: the term “applicable conditions” is later referred to as conditions). 
	[FL4] Proposal 5-8i:
At least for UE-side models and UE-part of two-sided models, RAN1 to study
· How to define and study a (set of) applicable conditions for functionalities/[models].
· Note: Applicable conditions may be used to enable development of scenario/configuration/[site]-specific models [and, if needed, report the models’ applicability to the Network].
· Whether and how to define performance targets (possibly as a part of applicable conditions) for functionality/[models]
· Whether and how UE reports a (set of) applicable conditions for supported functionalities (and if needed, for supported models) and/or supported set of functionalities.




RAN1#112bis [2] has further discussed conditions and agreed on: 
	Agreement from RAN1 #112bis-e
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.



As the FL proposal and later the RAN1 agreement above state, it was left for FFS to identify the conditions for supported functionality/functionalities of a given sub-use case (ML-enabled feature). In Functionality identification and functionality-based LCM, knowing the UE conditions (including parameters/configurations) is required at the network as the first step prior to any other step, as this shall reveal the background conditions when using ML models for supporting a given ML-enabled feature. These conditions may be depended on different sub-use cases, but we expect that at least a common set of conditions (i.e., the definitions of the parameters are common, but the parameter values might be different depending on the Functionality or Feature) can be derived across all sub-use cases that are under discussion in Rel-18.
In Figure 1 we show the potential use of the conditions. Each Functionality can be identified by a subset of conditions, which does not prevent individual conditions to be re-used in different sets and/or different Functionalities.
The examples are provided in Tables 1-3, for selected sub-use cases of beam prediction, CSI compression, and positioning. Only the most essential conditions are mentioned in these tables and further conditions can be identified depending on the additional features considered in different sub-use cases. 
Table 1: Conditions for BM-Case1
	Condition
	Description

	1. Support Top-K DL Tx beam prediction (K = 1, 2, 4, [8])
	This defines the support of predicting best-K NZP CSI-RS resources based on SSB and/or CSI-RS-based RSRP measurements. 

	2. Set B conditions
	· Measured DL RS (SSB, CSI-RS, SSB and CSI-RS) 
Defines support of using SSB and/or CSI-RS-based RSRP measurements. 
· Measured DL RS set dimension (4, 8, 12, [16]) 
Indicates the minimum number of NZP-CSI-RS resources that shall be measured and used by the UE for predicting best-K NZP CSI-RS resources
· Measured DL RS set pattern (e.g., fixed, pre-configured list, random) 
Indicates the limitations on the set pattern for Set B conditions

	3. Set A conditions
	· Predicted DL RS (CSI-RS)
Defines support of predicting CSI-RS resources.
· Predicted DL RS set dimension (16, 32, 64)
Indicates the maximum number of NZP-CSI-RS resources that shall be configured as the prediction NZP-CSI-RS resource set

	4. NW-side performance monitoring conditions 
	· Support measurements of Predicted DL RS set (full Set A, partial Set A)
Defines the support of measuring the NZP-CSI-RS resources that correspond to Set A. 
· Measurement periodicity (100 ms, 200 ms)
Indicates the minimum periodicity when supporting NZP-CSI-RS resources that correspond to Set A

	5. Conditions on supporting ML functionalities
	· Max number of supported functionalities (1, 2, 4, 8,)
Indicates the maximum number of functionalities (e.g., number of parameter combinations that enable ML-enabled feature) that can be configured toward the UE 
· Delay in activating a functionality (2 ms, 4 ms,  .)
Indicates the delay required when activating or switching a functionality. 
· Generalization condition of functionalities (true, false)
Indicates that the UE supports any functionality configured considering the parameter combinations of 1-4 and can be used towards the UE without any validation of whether the functionality is applicable or not.



Table 2: Conditions for CSI-Compression
	Condition
	Description

	1. CSI-RS measurement conditions
	· Maximum number of simultaneously active CSI-RS ports/resources
· Maximum number of simultaneously active CSI-RS ports/resources for each AI/ML-based CSI type
Defines the maximum number of CSI-RS ports/resources that can be simultaneously active per band or per band combination. “Simultaneous” for CSI-RS means, in any slot, the number of active CSI-RS resources/ports

	2. CSI-RS and CSI reports configuration conditions

	· Maximum number of configured CSI-RS/IM ports/resources (e.g., in CSI-RS-IM-ReceptionForFeedback)
· Maximum number of configured CSI Report Settings (e.g., in csi-ReportFramework)
Defines the maximum number of CSI-RS/IM ports/resources and CSI Report Settings that can be configured per BWP (regardless of whether they are active)

	3. CSI calculation conditions i.e., number of occupied CSI Processing Units (CPU)
	Defines the maximum number of CSI Processing Units that can be simultaneously occupied by all CSI or beam reports in any given symbol.

	4. Output CSI conditions

	Defines the supported definitions/conditions on the output CSI, including:
· Compression ratio conditions (e.g., CR4, CR8,..)
Defines the supported compression ratios of the compressed CSI codebook supported by the UE.
· Quantizer conditions (e.g., SQ1, VQ1,..)
Defines the supported quantization modes for compressed CSI codebook supported by the UE.

	5. Pairing ID(s) (e.g., model ID(s), dataset ID(s))
	Indicates pairing ID(s) (interpretable by the NW) to match the UE side and NW side models. One pairing ID can be reported by a bit field defined in the spec (e.g., 3 or 4 bits) which allows NW to consider selecting a matching model on the NW side.

	6. Conditions on supporting ML functionalities

	· Max number of supported functionalities (1, 2, 4, 8, ...)
Indicates the maximum number of functionalities (e.g., number of parameter combinations that enable ML-enabled feature) that can be configured toward the UE 
· Delay in activating a functionality (2 ms, 4 ms, ...)
Indicates the delay required when activating or switching a functionality
· Generalization condition of functionalities (true, false)
Indicates that the UE supports any functionality configured considering the parameter combinations of 1-4 and can be used towards the UE without any validation whether functionality is applicable or not.



Table 3: Conditions for Positioning Case 1 – Direct AI/ML (AIML_direct_DL_CIR_ UEside).
	Condition
	Description

	1. Supported N’t 
(N’t = 64, 128, 256, 512)
	Indicates the N’t values that the UE is capable to consider in AIML_direct_DL_CIR_UEside positioning.
Note: N’t is the number of the first time domain samples for the CIR input parameter.

	2. Supported N_port 
(N_port = 1,2,4)
	Indicates the N_port is the number of transmit/receive antenna port pairs to consider in AIML_direct_DL_CIR_UEside positioning.
Note: the antenna port is a logical entity that can be connected to different physical antennas.

	3. Supported N_TRP 
(N_TRP = 1, 2, …, 72)
	Indicates the number of N_TRP, which is the number of TRPs to consider for AIML_direct_DL_CIR_UEside positioning.

	4. Supported set conditions for measured DL PRS
	Defines support of using DL PRS based CIR measurements for AIML_direct_DL_CIR_UEside.

	5. Supported performance monitoring conditions 

	Defines the minimum periodicity to report performance monitoring for AIML_direct_DL_CIR_UEside.

	6. Supported estimated CIR quantization reporting
	Defines the discrete characteristics of the CIR for AIML_direct_DL_CIR_UEside.

	7. Conditions on supporting ML functionalities 
	· Max number of supported functionalities (1, 2, 4, 8, ...)
Indicates the maximum number of functionalities (e.g., number of parameter combinations that enable ML-enabled feature) that can be configured toward the UE 
· Delay in activating a functionality (2 ms, 4 ms, ...)
Indicates the delay required when activating or switching a functionality
· Generalization condition of functionalities (true, false)
Indicates that the UE supports any functionality configured considering the parameter combinations of 1-4 and can be used towards the UE without any validation whether functionality is applicable or not.



Proposal 2: At least for UE-side models and UE-part of two-sided models, define the sub-use case specific conditions for functionalities and identify the common conditions for functionalities across different sub-use cases.  
Next, in Table 4, we provide a framework for identifying a common set of conditions which can be derived across all sub-use cases that are under discussion in Rel-18.
Table 4: Framework for conditions for all ML-enabled use cases/Features
	Condition
	Description

	1. Conditions on inference (use case specific) 
	Indicates the capabilities associated with configurations/parameters (use-case specific) for functionalities of ML-enabled feature.

	2. Conditions on performance monitoring (use case specific) 
	Indicates UE support for NW-sided functionality monitoring, and conditions on related configuration options for functionality performance monitoring. 
If applicable, indicates UE support for UE-sided functionality performance monitoring, and conditions on feedback/reporting (triggers, events, proxy KPIs, reporting mechanisms, etc.)

	3. Conditions on functionality configurations (generic) 
	Indicates the max number of configured/activated functionalities, delays in activating/switching of functionalities, and Generalization condition of functionalities

	4. Conditions on functionality validation procedure (use case specific)

	Indicates UE support for Functionality validation procedure (NW-initiated, UE-triggered). 
Indicates conditions for validation procedure (delays, measurement configurations, reporting configurations) 

	5. Conditions on supporting fallback (use case specific)
	Indicates UE support for one or more fallback features (triggers/events, delays, etc.)

	6. Context information (use case specific) – part of additional conditions
	If applicable, indicates UE support for monitoring and reporting conditions for UE-side inference context e.g., radio KPIs not explicitly linked to the ML Functionality, and/or non-radio metrics (position, movement, temperature, etc.)



Proposal 3: At least for UE-side models and UE-part of two-sided models, the conditions for functionalities shall contain the following (see Table 4), 
· Conditions on inference (use case specific) 
· Conditions on Performance monitoring (use case specific) 
· Conditions on functionality configurations (generic) 
· Conditions on functionality validation procedure (use case specific)
· Conditions on supporting fallback (use case specific)
· If applicable, context information (use case specific)

Reporting of Conditions 
RAN1#112 [2] agreed that the UE capability reporting is a starting point for functionality identification. As shown in Tables 1, 2 and 3, the conditions are more similar to UE feature group (FG) components in the legacy UE capability reporting framework. In general, we see a few options to discuss further, 

· Option 1: Reporting of conditions only via UE capability reporting. This is agreed as the main method for functionality identification. 
· This option can be used only for static capabilities/conditions (not expected to change over time). 
· For many sub-use cases in Rel-18/19, this option shall be enough to enabled 3GPP signalling for AI/ML-enabled features. 
· Considering BM-Case1 as an example, the listed components in Table 1 are reported by the UE capability signaling by a UE supports BM-Case1 with the candidate values that are defined by the specification for FG components. Some components may be defined as basic components and others may define as optional components

· Option 2: Reporting of static conditions via UE capability reporting and additional conditions (semi-static) via a separate reporting method. 
· This is referred to as the Model-identification in RAN1 #112-bis-e meeting. 
· For model identification, some additional conditions which are not in Table 1-4 shall be identified and reported via another method than the UE capability signaling. 
· Considering BM-Case1 as an example, RAN1 shall first discuss the additional conditions (which are not listed in Table 1), secondly the reporting framework (a different one than the UE FG reporting).  
· Alternatively, based on another RAN1 agreement, these “additional conditions” can be implicitly known by the NW if there is a reporting of feasible/applicable functionalities and it is under study in “Study necessity, mechanisms, after functionality identification, for UE to report update on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities”. Therefore, for functionality LCM, when the UE is configured with the functionalities, the UE may report the applicable functionalities (a sub-set of all configured functionalities) to enable flexible LCM operation. Here, the selection of the applicable functionalities can be due to the additional conditions observed/considered at the UE, and NW does not have to know about it. This is discussed in Section 2.2.1.3. 

Proposal 4: For functionality identification and functionality-based LCM, the UE capability reporting is to be used only for reporting static conditions.
Proposal 5: If model identification is supported via 3GPP signaling, RAN1 to study an additional reporting method (not the UE capability reporting) for reporting additional conditions.  

Functionality Identification 
[bookmark: _Hlk131166473]Even though the above sub-sections discuss conditions and reporting methods, the main purpose of defining conditions and reporting conditions to the network is to configure the UE with one or more functionality to operate/control AI/ML-enabled features. RAN1 agreed that “Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.” We interpret this according to the following, 
· Functionality: NW-configured functionality based on UE-reported conditions 
· Functionalities (one or more) are created as the network prefers (similar to many other RRC/LPP configurations in NR) based combination of conditions (at least the parameter combinations). Each functionality may refer to an RRC/LPP configuration that refers to the selected/configured condition using the ML-enabled feature. 
· Conditions are reported via UE capability reporting. 
· If there is more than one functionality, those are identified by an RRC (or LPP) ID or mode (similar to legacy). 

After functionality identification (i.e., after the UE capability reporting and NW configuration of functionalities), the additional conditions that the UE considers for the AI/ML-enabled feature can be implicitly indicated to the NW by reporting a set of applicable (or feasible) functionalities (from the configured set of functionalities) due to these additional conditions that are not visible at the NW side. This issue is under RAN1 discussion “Study necessity, mechanisms, after functionality identification, for UE to report update on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities”.

· Applicable functionality: After functionality identification (i.e., after NW-configure functionalities), UE can report the applicable functionalities
· the UE can indicate preferred functionalities (dynamic or semi-static) without using UE-capability reporting to allow functionality LCM (switching/activation/etc).


There are other interpretations of the above RAN1 agreement on functionality identification, 
· E.g., some companies refer to the terminology of “Identified Functionality” 
· After the step of UE capability reporting, any combination of using UE-reported conditions may be referred to as identified functionality.  
· The UE may further report applicable functionalities based on identified functionalities. 
· Any NW configuration comes after reporting of applicable functionalities. It is not clear how the functionality LCM to be supported if the NW configuration comes after a report of applicable functionalities. 
· To our reading, the above is not within the agreed text and does not seem to be valid. 

Proposal 6: At least for UE-side models and UE-part of two-sided models, RAN1 to align with the understanding that the NW configures functionalities to the UE with each functionality referring to a configuration message (e.g., RRC or LPP) that contains NW-selected conditions (according to the UE capability).  

Proposal 7: At least for UE-side models and UE-part of two-sided models, after functionality identification (i.e., after UE capability reporting and functionality configuration(s) are available at the UE), study reporting methods of applicable functionalities.   
It is also important to consider the Functionalities which are supported by two-sided ML Models, i.e., require both gNB and UE-side ML Model inference operations, like studied in the CSI compression use case. The above proposals are applicable provided the network is made aware of a pairing-ID(s) during the reporting of the applicable functionalities, which provide implicit information on the dataset/functionality available and supported at the UE-side. 


Functionality performance monitoring
Functionalities are different for each (sub)use case, UE or NW or both can activate a limited number of Functionality at a time (see Figure 1). The reasons for this could be limitations in available resources or other reasons. Therefore, the procedure for selecting a Functionality is clearly needed. Relying on functionality-based ML-feature management, allows NW to keep control over ML feature, without engaging in managing ML models used in each functionality. A UE may have multiple models for different scenarios within the same ML functionality. It would be sufficient to inform NW about the ML feature and related functionalities. This would alleviate the issue of registering and validating each UE side model separately to the NW, while ensuring a reasonable level of NW control over the ML features. 
According to RAN1's previous discussion, for UE-sided and two-sided models, Functionality performance monitoring can happen either in NW or UE. Even though there can be monitoring on the UE side, functionality performance monitoring shall always be an NW-controlled monitoring process. With NW-controlled monitoring, it is up to the NW to configure the frequency of the monitoring (for example, periodically or event-triggered) as well as the types of monitoring (for example, data distribution, inference accuracy, proxy KPI distribution, system KPI). 
The performance of Functionality (at gNBs or UEs) may degrade i.e., the performance drops in a certain context or negatively impacts the performance of other UEs, gNBs. If the Network detects performance issues due to a UE-side Functionality operating at Level Y or Z, it should be able to switch to another UE Functionality for the same ML-enabled Feature, with better performance, or deactivate the ML-enabled feature (i.e., switch to non-ML fallback).
The NW is likely to have additional awareness about radio environmental conditions in its service area that are not available to the UEs. For example, NW is aware about coverage enhancement solutions, such as NW-controlled repeaters, that are transparent to UEs but may significantly impact the performance ML-enabled features. Also, NW may detect that some UEs experienced issues with active Functionality (supported by a certain ML Model). Then the NW may trigger a recommendation to the UE to switch the Functionality proactively to Functionalities used at other UEs in similar conditions​ (same location, type of UE, UE mobility, UE antenna configuration, etc.). In some cases, NW may even reduce the overheads of performance monitoring or measurements by implementing per group reporting, e.g., users following the same trajectory (in a bus) can minimize their measurement reporting overhead if they experience similar measurements according to the most recent history.

Observation 1: The network is better aware of the radio environmental conditions in its service area/cells/sector/beam compared to the localized awareness of individual UEs.  

Proposal 8: At least for UE-side models and UE-part of two-sided models, functionality or functionalities associated with the ML-enabled feature are always monitored based on an NW-controlled manner. 


Functionality selection, (de)activation, switching
A UE-side Functionality can be activated, from a set of configured functionalities, for inference operation and it shall be done by the NW. If UE wishes to indicate a preference on activating a Functionality for inference, the network should first allow this operation, based on the UE ML-related support information it has available (provided by the UE) and other system information in the cell. The Functionality deactivation operation can be triggered either by gNB or UE. Activation, deactivation (fallback to a non-ML function), and switching of a Functionality can be executed immediately or after a certain time, and within a certain allowed time window. 
Observation 2: Functionality selection/activation is up to the NW and is based on the configured functionalities to the UE.  
Proposal 9: RAN1 to prioritize Network-controlled Functionality selection, (de)activation, switching, and fallback, and focus only on the following variants: 
·  Decision by the network – for all Functionality level actions
· Network-initiated
· UE-initiated, requested to the network
·  Decision by the UE – for deactivation of an activated Functionality  
· Event-triggered as configured by the network, UE’s decision is reported to network
It is also important to consider the Functionalities which are supported by two-sided ML Models, i.e., require both gNB and UE ML Model inference operations, like studied in the CSI compression use case. 
To verify that models/functionalities are paired correctly even after the UE capabilities exchange, the UE and NW may need to check a two-sided Functionality compatibility (or functionality validation as indicated in Tables 1-4) before activating the Functionality. For example, this could be the case after the UE has moved to a new serving cell, where functionality reconfiguration(s) are received for the new cell, and validation/compatibility may need to be carried out prior to using a functionality in the new cell. Considering the CSI compression case, a compatibility check may assume running a test on the Functionality at UE (encoder) to generate compatibility check data. Compatibility check data consists of paired input and output data used by the Functionality/Model. This data is then transmitted to the NW node and used as input to a NW-side decoder functionality. NW then can compare the output of the decoder functionality with the expected decoder output provided by UE-side encoder functionality.
Proposal 10: RAN1 to discuss dynamic methods, triggered by the NW or the UE, for verifying compatibility of the Functionalities at the UE-side and gNB-side for the use cases with two-sided ML models.

Model ID-based LCM

An important aspect discussed in RAN1 #112 is highlighted in yellow below, where ML models are not identified by the NW and UE is allowed to do the model-level LCM. 

	Agreement from RAN1 #112
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 




In RAN1#112bis [2] further agreement has been reached on the use of additional conditions: 
	Agreement from RAN1 #112bis-e
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model  may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM



When the UE’s handles model ID-based LCM as UE implementation-specific matter (e.g., a UE may support more than one ML model for a given Functionality and decide switching across these ML models without impacting the functionality), there may be performance variations for the functionality even though it is not always visible at the UE side. From the NW perspective, the performance monitoring may be carried out only for the functionality level and any changes due to background ML model changes at the UE may not be visible at the NW or controllable by the NW. If the overall performance of the functionality degrades or varies significantly over time (i.e., not reliable ML model inference), due to the autonomous model selection, activation, switching, and updates at the UE side, the network may initiate the deactivation of the whole functionality (e.g., deactivation of the use of CSI prediction). Therefore, a high-level tracking of UE’s model-LCM changes is needed (may not be the explicit information on the exact LCM step) such that NW can indicate the UE on certain time instances where model ID-based LCM impacted the functionality performance monitored by the NW side. 

Proposal 11: At least for UE-side models and UE-part of two-sided models, for the case of no model identification, to ensure performance is not impacted due to UE’s autonomous model-LCM changes (e.g., model update, switch) for a used/activated functionality, RAN1 to support NW to track the performance variations due to the UE’s model-based LCM changes and partially control UE’s model-based LCM changes.  
· Study the exact performance monitoring framework and control mechanism to enable such a controllability 

For the case of model identification, where logical model-associated conditions (static conditions + additional conditions) are known to the NW), one potential option to allow the NW to monitor and partially control the model ID-based LCM is by means of the information included in additional conditions. 

Observation 3: The additional conditions could be defined to allow more flexibility in the configuration options for the logical ML model(s) (combination of one or more physical ML Models) supporting a ML Functionality. 

The agreement from RAN1#112bis [2] reads “additional conditions (e.g., scenarios, sites, and datasets)”. We assume that such information about NW deployment scenarios or NW sites/cells/TRPs might be very difficult to ‘encode’ and categorize in any meaningful way and be used as part of the additional conditions. 

Observation 4: The information about network scenarios, and network sites/cells/TRPs might be very difficult or impossible to categorize in any meaningful way and be used as part of the additional conditions.

We note however that some type of Functionality context information (conditions for UE-side inference context) can be provisioned in the conditions, see Table 4. In case it is identified as necessary (use case specific), some parts of this context information can be conveyed in, or as, the additional conditions. 

Observation 5: Depending on the use case, UE-side context information could be considered as part of the additional conditions.

Furthermore, in the case of two-sided ML model solutions, the used datasets used for training might be possible to have IDs (label/tags/UUID) assigned by common agreement (alignment) between the UE and NW vendors. Therefore, dataset ID, or alike, information could be part of additional conditions. The details for the dataset ID are to be analysed in the use case specific studies.

Observation 6: For the two-sided models, the information about the training dataset in the form of ID/label/tag/UUID might be useful to include in the additional conditions.

Proposal 12: At least for UE-side models and UE-part of two-sided models, prior to supporting 3GPP signaling details for (logical) ML model identification, RAN1 shall define and identify the additional conditions where this would be needed for the studied sub-use-cases.

Discussion on TR 38.843
We provide some detailed comments to the TR draft, [6], where a separate document containing the comments is attached to this Tdoc. 
Conclusion
In this contribution, we discuss further aspects related to AI/ML for air-Interface, with the following observations and proposals. 

Observations

Observation 1: The network is better aware of the radio environmental conditions in its service area/cells/sector/beam compared to the localized awareness of individual UEs.  

Observation 2: Functionality selection/activation is up to the NW and is based on the configured functionalities to the UE.  
Observation 3: The additional conditions could be defined to allow more flexibility in the configuration options for the logical ML model(s) (combination of one or more physical ML Models) supporting a ML Functionality. 

Observation 4: The information about network scenarios, and network sites/cells/TRPs might be very difficult or impossible to categorize in any meaningful way and be used as part of the additional conditions

Observation 5: Depending on the use case, UE-side context information could be considered as part of the additional conditions.

Observation 6: For the two-sided models, the information about the training dataset in the form of ID/label/tag/UUID might be useful to include in the additional conditions.


Proposals

Proposal 1: RAN1 to discuss prioritization of topics to focus on in Rel.18 considering the following principles:
· Narrow down the scope and ensure timely completion of the study;
· Ensure that AI/ML framework produced by Rel.18 is future-proof.

Proposal 2: At least for UE-side models and UE-part of two-sided models, define the sub-use case specific conditions for functionalities and identify the common conditions for functionalities across different sub-use cases.  
Proposal 3: At least for UE-side models and UE-part of two-sided models, the conditions for functionalities shall contain the following (see Table 4), 
· Conditions on inference (use case specific) 
· Conditions on Performance monitoring (use case specific) 
· Conditions on functionality configurations (generic) 
· Conditions on functionality validation procedure (use case specific)
· Conditions on supporting fallback (use case specific)
· If applicable, context information (use case specific)

Proposal 4: For functionality identification and functionality-based LCM, the UE capability reporting is to be used only for reporting static conditions.
Proposal 5: If model identification is supported via 3GPP signaling, RAN1 to study an additional reporting method (not the UE capability reporting) for reporting additional conditions.  

Proposal 6: At least for UE-side models and UE-part of two-sided models, RAN1 to align with the understanding that the NW configures functionalities to the UE with each functionality referring to a configuration message (e.g., RRC or LPP) that contains NW-selected conditions (according to the UE capability).  

Proposal 7: At least for UE-side models and UE-part of two-sided models, after functionality identification (i.e., after UE capability reporting and functionality configuration(s) are available at the UE), study reporting methods of applicable functionalities.   

Proposal 8: At least for UE-side models and UE-part of two-sided models, functionality or functionalities associated with the ML-enabled feature are always monitored based on an NW-controlled manner. 

Proposal 9: RAN1 to prioritize Network-controlled Functionality selection, (de)activation, switching, and fallback, and focus only on the following variants: 
·  Decision by the network – for all Functionality level actions
· Network-initiated
· UE-initiated, requested to the network
·  Decision by the UE – for deactivation of an activated Functionality  
· Event-triggered as configured by the network, UE’s decision is reported to network
Proposal 10: RAN1 to discuss dynamic methods, triggered by the NW or the UE, for verifying compatibility of the Functionalities at the UE-side and gNB-side for the use cases with two-sided ML models.

Proposal 11: At least for UE-side models and UE-part of two-sided models, for the case of no model identification, to ensure performance is not impacted due to UE’s autonomous model-LCM changes (e.g., model update, switch) for a used/activated functionality, RAN1 to support NW to track the performance variations due to the UE’s model-based LCM changes and partially control UE’s model-based LCM changes.  
· Study the exact performance monitoring framework and control mechanism to enable such a controllability 

Proposal 12: At least for UE-side models and UE-part of two-sided models, prior to supporting 3GPP signaling details for (logical) ML model identification, RAN1 shall define and identify the additional conditions where this would be needed for the studied sub-use-cases.
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