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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In previous RAN1 meetings, evaluation methodology of AI/ML for Channel State Information (CSI) feedback enhancement has been discussed and several agreements of the evaluation methodology have been achieved. In this contribution, we will provide further discussions on the evaluations on AI/ML for CSI feedback enhancement, including evaluation methodology and simulation results.
2. Evaluation methodology
In this section, we will discuss the issues of evaluation methodology for AI/ML-based CSI feedback.
2.1 Specific evaluation methodology for AI/ML-based CSI prediction
2.1.1 Necessity of spatial consistency modeling
In the RAN1#112bis-e meeting [1], the following agreement for simulation assumptions of AI/ML-based CSI prediction had been achieved for the calibration purpose. Spatial consistency procedure A with 50m decorrelation distance and channel updating periodicity of 1 ms is an optional assumption. During the GTW of the same meeting, some companies raised that the spatial consistency is a key factor for channel modeling to justify the practical usage of CSI prediction.
	Agreement
For the AI/ML based CSI prediction, for the submission of simulation results to the RAN1#113 meeting, 
· for Table 6. Evaluation results for CSI prediction without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· UE speed: 10km/h, 30km/h, 60km/h;
· Others can be additionally submitted, e.g., 120km/h.
· Input/Output type: Raw channel matrix
· Other can be additionally submitted, e.g., eigenvectors.
· Observation window: 5/5ms, 10/5ms
· Other observation window configurations can be additionally submitted for comparison, e.g., 3/5ms, 4/5ms, 8/2.5ms, 10/4ms, etc.
· Prediction window: 1/5ms/5ms
· Other prediction window configurations can be additionally submitted for comparison, e.g., 3/5ms/5ms, 5/5ms/5ms, 4/2.5ms/2.5ms, 5/4ms/4ms, etc.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.
· Spatial consistency configuration (optional): procedure A with 50m decorrelation distance and channel updating periodicity of 1 ms.
· for Table 7. Evaluation results for CSI prediction with model generalization, companies are encouraged to take the following assumption as baseline for the calibration purpose:
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.



Based on our understanding, however, the period of CSI measurement and CSI feedback is very short in the simulation, i.e., 5ms, the distance of UE movement is negligible for the agreed UE speed, e.g., 0.042m for 30km/h, 0.083m for 60km/h; this is different from the temporal domain beam prediction for which the beam sweeping and prediction are performed in much larger time scale (e.g., 100ms level periodicity). Furthermore, according to the channel updating model for procedure A, the variation of each small scale parameter between two CSI measurement occasions is also neglected. For example, the average cluster delay for UMa scenario is about 160ns, and the variation of cluster delay between two CSI measurement occasions is up to 0.28ns if the UE speed is 60km/h. 
In addition, in the topic of CSI enhancement for high/medium UE velocities in Rel-18 MIMO WI, most companies didn’t model the spatial consistency; introducing spatial consistency incurs challenges to calibrate with the benchmark 2 from Rel-18 MIMO. Therefore, the Doppler shift model is enough to represent the channel variation, and the modeling of spatial consistency is not needed; due to this reason, it is not introduced in our simulation.
Proposal 1: For the justification of CSI prediction, the modeling of spatial consistency is not necessary since the additional impact of spatial consistency on the variation of small-scale fading (e.g., cluster delay) is negligible under the 5ms CSI feedback periodicity.
2.2 Specific evaluation methodology for AI/ML-based CSI compression 
2.2.1 Evaluation methodology for monitoring accuracy
In the RAN1#112bis-e meeting [1], the following two cases to evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression are agreed. For Case 2 UE side monitoring of intermediate KPI with a proxy model, there is still an open issue that whether/how to evaluate the generalization performance of the proxy model.
	Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample  is considered for
· Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where
·  is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.
·  is calculated with output CSI (as for ) and the ground-truth CSI of Float32.
· Note: if Float32 is used for , the monitoring accuracy is 100% if  and  are based on the same CSI sample. 
· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:
· Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.
· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%
· Case 2-2: the proxy model directly outputs intermediate KPI ()
·  is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.
· FFS whether/how to evaluate the generalization performance of the proxy model.
· Case 3: others are not precluded


For the generalization issue, based on our understanding, since the proxy CSI reconstruction model is different from the actual NW part CSI reconstruction model, e.g., with smaller size/simpler architecture and weaker learning capability, the generalization performance of the proxy model will be different from (e.g., worse than) the actual NW part CSI reconstruction model. For example, when the test scenario changes, the actual CSI reconstruction model may still work well (even though it has not been trained with the unseen data subject to the test scenario) but the proxy model will degrade significantly and therefore fail to mimic the actual model. From the evaluation perspective, this will lead to instable SGCS gap between the actual SGCS and genie SGCS when the test scenario varies, e.g., when the test scenario is different from the training scenario (of the proxy model and the actual model), the SGCS gap will be larger than the case when the test scenario and the training scenario are the same; in other words, the monitoring accuracy of NW side monitoring may be still robust but it may degrade under UE side monitoring, due to imbalanced generalization performance of the actual model and the proxy model.
To evaluate the generalization performance of the proxy model, generalization Case 1 and generalization Case 2 can be reused. For instance, both the proxy model and the actual NW part model are trained with the dataset subject to a specific scenario#A (e.g., UMa), then the trained proxy model and the actual NW part model are tested under different scenarios to calculate  separately: for generalization Case 1, the proxy model and the actual NW part model are tested in the same scenario#A; for generalization Case 2, the proxy model and the actual NW part model are tested in a different scenario#B (e.g., InH). If the generalization performance of the proxy model is inferior to the actual NW part model,  under testing scenario#B is expected to be larger than testing scenario#A.
Proposal 2: For intermediate KPI based monitoring mechanism for CSI compression, to evaluate the generalization performance of the proxy model (Case 2), generalization Case 1 and generalization Case 2 can be reused:
· Generalization Case 1: The proxy model is trained based on training dataset from one Scenario#A, and then the proxy model is tested on a dataset from the same Scenario#A.
· Generalization Case 2: The proxy model is trained based on training dataset from one Scenario#A, and then the proxy model is tested on the dataset from a different Scenario#B.
· Note: due to imbalanced generalization performance of the actual NW part model and the proxy model, the monitoring accuracy of NW side monitoring may still be robust but it may degrade under UE side monitoring based on proxy model.
In addition, for Case 2-1 of the RAN1#112bis-e agreement, the SGCS calculated from the proxy model is generally smaller than the actual NW part model, thus the  can be calculated as , where  is the direct SGCS between the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI, and  is the compensation. It should be noted that the compensation is a fixed value rather than a varying value adaptive to the testing scenario (as the UE has no means to timely obtain it in the real network), so in the evaluation, this  is assumed to be determined at the training phase, i.e., as the gap of  under scenario#A, where  is the SGCS between the output CSI at the NW side and the ground-truth CSI during the training phase.
Proposal 3: For UE side monitoring of intermediate KPI based on a proxy CSI reconstruction part (Case 2-1),  is calculated as , where   is the direct SGCS between the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI, and  is the fixed compensation value determined at the training phase.
2.2.2 Evaluation methodology for training types
In this section, EVM related issues for training Type 2 and Type 3 are further discussed.
Remaining issue for training Type 2
The following proposal on Type 2 had been discussed in the RAN1#111 meeting on the training method for multi-vendors.
	Proposal 3.5.1: For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), besides the evaluation of Case 2 (one NW part model and M>1 separate UE part models) and Case 3 (one UE part model and N>1 separate NW part models), N>1 NW part models to M>1 UE part models are additionally considered as an evaluation case (i.e., Case 4), and companies to report
· The training method/order, including the preference and details to achieve
· Case A: Simultaneously train all N Network part models and M UE part models involving all vendors
· Case B: Sequentially train N Network part models and M UE part models in a pairwise manner
· Others
· The generation of loss function, e.g., whether loss function is jointly generated over N>1 NW part models, or separately generated for N>1 NW part models.
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[bookmark: _Ref117848541]Figure 1 Implementation options of Type 2 for multi-vendors scenario
For Case A, shown as Figure 1(a), it is very difficult to align the timeline of product development over all involved Network vendors and UE vendors to perform training at the same time. In addition, model parameter updating for each UE vendor and Network vendor will be impacted by all other involved Network vendors and UE vendors. Thus, if AI/ML models with poor performance (e.g., small model or lame model backbone) are adopted by some vendors, it will become the bottleneck and may negatively impact the performance of all other Network-UE pairs.
For Case B, shown as Figure 1(b), after the training of one Network-UE pair, the model at one side may need to be frozen when training the next pair to ensure the model still work for the previous pair with another vendor. E.g., after the training of first pair between UE 1 and Network 1, AI/ML model of UE 1 need to be frozen when training the next pair between UE 1 and Network 2. Therefore, the training order will impact the performance of each Network-UE pair. Intuitively, the latter Network-UE pair will achieve worse performance than the former Network-UE pair, thus the order of training will bring gap of performance and harm the fairness among vendors. In addition, as shown in Figure 1 (b), after training of the first 3 Network-UE pairs, AI/ML models of all involved Network and UE are already frozen, thus it may not be even feasible for the last Network-UE pair between UE 2 and Network 1 in step 4 (with dashed arrow) to train their two-sided model. 
In addition, it is not necessary, nor practical for multiple Network vendors or multiple UE vendors to jointly generate loss function during Type 2 training stage; in contrast, it is more practical to generate loss function separately for N>1 Network part models.
Proposal 4: For the evaluation of training Type 2, analyze the feasibility for the following two cases of N>1 NW part models to M>1 UE part models (i.e., Case 4), and companies to report the training method/order, including the preference and details to achieve
· Case A: Simultaneously train all N Network part models and M UE part models involving all vendors
· Case B: Sequentially train N Network part models and M UE part models in a pairwise manner
· Note: The loss function should be separately generated for N>1 NW part models.
Observation 1: For training Type 2, challenges are observed for both of the two training methods/orders of Case A (Simultaneously train all N Network part models and M UE part models involving all vendors) and Case B (Sequentially train N Network part models and M UE part models in a pairwise manner)
· For Case A, there may be challenges on aligning the training timelines of all involved Network vendors and UE vendors. 
· For Case B, fairness may be harmed for later trained Network-UE pairs where only one side may be able to update parameters during the joint training.
Boundary between training Type 2 and training Type 3
In the RAN1#112bis-e meeting, an issue was discussed about the categorization of the “freeze-and-train”-whether it should be categorized into Type 2 or Type 3.
	· Step A: first side is trained, and after the training for the first side is finished
· Step B: the second side is trained afterwards, with forward propagation and backward propagation (e.g., gradients) exchanged across the two sides, while the first side is frozen


From the description of Type 3 training procedure in the following conclusion/agreement, it describes the way that the information/dataset is shared from one side to the other side, which is a one way sharing. However, the “freeze-and-train” behaves by the exchange of FP/BP between NW and UE, which is a two-way sharing.
	Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
· Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
· Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
· Step3: UE side trains the UE side CSI generation part based on the received set of information
· Other Type 3 NW-first training approaches are not precluded and reported by companies

Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared inputof the UE side CSI reconstruction part is before or after quantization.


On the other hand, from the definition of Type 2 at 9.2.2.2, the joint training asks NW and UE to perform exchange of BP/FP in the same loop; the “freeze-and-train” behavior also exchanges the BP/FP information in the same loop, which is more like Type 2. Although in the evaluation, the “freeze-and-train” assumes one side (e.g., NW part) is frozen during the joint training procedure, in the implementation, whether NW part parameters are updated or not is unseen by the UE, i.e., NW can also update the parameters if needed.
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded.


Therefore, this case should belong to Type 2 training.
Proposal 5: The boundary between training Type 2 and training Type 3 is whether the information exchange is required in each FP/BP loop or not:
· Type 2 training requires information exchange in each FP/BP loop.
· Type 3 training doesn’t require information exchange in each FP/BP loop.
Proposal 6: If one side is trained first, and the second side is trained afterwards, with forward propagation and backward propagation (e.g., gradients) exchanged across the two sides, it should belong to Type 2 training.
3. Evaluations for CSI compression
In this section, evaluations for spatial-frequency domain CSI compression will be discussed, including AI/ML model description, evaluation methodology for different training types and evaluation results.
3.1 AI/ML model description
3.1.1 CSI compression with current CSI as input
The CSI generation part including an encoder and a quantizer are deployed at the UE side for CSI compression, while the CSI reconstruction part including a decoder and a de-quantizer are deployed at the Network side for CSI recovery. The quantizer is used to quantize the output of the encoder which is a floating-point vector to fit the bit width for CSI feedback, while the de-quantizer is used to recover the floating-point vector as the input to the decoder. The AI/ML-based CSI feedback considering both spatial and frequency domain channel correlation is named as AI/ML-based spatial-frequency compression (AI-SF), which is depicted in Figure 2 (a). In our simulation, Transformer shown as Figure 2 (b) is used as the backbone of both encoder and decoder unless state otherwise.
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[bookmark: _Ref100693627][bookmark: _Ref109490264]Figure 2  The structure of AI/ML-based CSI compression with current CSI only as input
· Encoder: The encoder takes the original eigenvectors as the input, and outputs the compressed CSI with smaller size than the original eigenvectors. Specifically, the input of the encoder includes eigenvectors for N subbands, which are formulated as , where  denotes the eigenvector for the n-th subband. Then, the encoder can use multiple Transformer layers to process the eigenvector matrix , and obtains the compressed CSI as a floating-point vector as a result. The compressed CSI can be formulated as , where  represents the function of the encoder. The SVD decomposition is applied as the pre-processing prior to the encoder to derive the original eigenvectors.
· [bookmark: _Hlk100320974]Quantizer: The quantizer at the UE side maps the compressed CSI of a floating-point vector to a quantized bit sequence to fit the bit width for CSI feedback. Various methods of quantization may be adopted, such as scalar quantization, vector quantization (quantizing a vector utilizing its probability density functions), and etc. The quantized CSI feedback can be formulated as , where  represents the function of the quantizer. In our simulation, vector quantization is used. To avoid the huge dimension of the quantization dictionary, we divide the quantization dictionary into several sub-dictionaries and divide the compressed CSI into several parts. Each part of compressed CSI is quantized by a sub-dictionary.
· De-quantizer: The de-quantizer recovers the compressed CSI from the feedback CSI bit sequence and sends it as the input to the decoder. The de-quantized CSI can be formulated as  where represents the function of the de-quantizer.
· Decoder：The decoder recovers the eigenvectors. Specifically, the decoder can use multiple Transformer layers for CSI reconstruction, which is in alignment with the structure of the encoder. The recovered eigenvectors can be formulated as , where  represents the function of the decoder. 
3.1.2 CSI compression with additional past CSI as input
The AI/ML-based spatial-frequency domain CSI compression can also learn the temporal domain correlation of channels on top of spatial-frequency domain compression, namely AI-SFT, which is depicted in Figure 3. In our simulation, LSTM is chained on top of a Transformer backbone for both the CSI generation part and the CSI reconstruction part to take the past/historical CSI into account of the AI/ML model input.
As shown in Figure 3, the AI/ML model can store past/historical information from previous slots and use this information to compress/recover the CSI of the current slot. The past/historical information from previous slots can be regarded as accumulated CSI information and thus the CSI feedback payload for the current slot can be regarded as delta CSI information on top of the accumulated CSI information. Therefore, compared to AI-SF, the overhead of the CSI feedback under AI-SFT can be further reduced to achieve the same CSI feedback accuracy due to the stored accumulated CSI information. Note that, for each slot, only the eigenvectors of the current slot are the input to the AI/ML model.
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[bookmark: _Ref118149725]Figure 3 The procedure of AI/ML-based CSI compression with additional past CSI as input
· Encoder: Similar to AI-SF, the input of the encoder includes eigenvectors for N subbands. Different from AI-SF, the encoder for AI-SFT can store and utilize the accumulated CSI information at encoder for further CSI compression due to the LSTM layers. Specifically, the compressed CSI can be formulated as , where  represents the function of the encoder.  represents the accumulated CSI information at encoder of time t-1 (t = 1,2,3,…), which are already stored by the encoder .
· Quantizer: The quantizer at the UE side maps the compressed CSI of a floating-point vector to a quantized bit sequence. Scalar quantization, vector quantization, etc., can be adopted. In our simulation, vector quantization is used. The quantized CSI feedback can be formulated as  .
· De-Quantizer: The de-quantizer recovers the compressed CSI from the feedback CSI bit sequence and sends it as the input to the decoder. The de-quantized CSI can be formulated as  .
· Decoder: The decoder recovers the eigenvectors for N subbands. Different from AI-SF, the decoder for AI-SFT can store and utilize accumulated CSI information at decoder for CSI reconstruction, where the accumulated CSI information is mostly synchronized with the encoder part. By considering a long observation window, occasionally missing CSI feedbacks (e.g., due to UCI missing) would not impact the whole performance seriously, although the performance of the nearest occasion will be inferior to AI-SF. Specifically, the recovered eigenvectors can be formulated as , where  represents the function of the decoder.  denotes the accumulated CSI information at decoder of time t-1, which are stored by the decoder . Note that, for each slot, only the de-quantized CSI of the current slot () is needed for compression.
3.2 Evaluation results for 1-on-1 joint training
This section provides the evaluation results of the CSI compression at spatial-frequency domain based on joint training with ideal model pairing and ideal quantization of the dataset. In the simulation of this section, 800K training samples are used and the SGCS is caculated in the system level simulation with the same dataset as the throughput evaluation. Both rank=1 with fixed rank and rank=2 with rank adaptation are considered, where for rank=2, Option 3-1 (layer common and rank common) is applied for inference of each layer separately to derive the compressed CSI per layer. 
3.2.1 CSI compression with current CSI as input
As mentioned previously, weighted average CSI payload of each rank by rank distribution are used as the final CSI payload for rank>2 cases. For AI-SF, separate AI/ML models with CSI payload size 60, 120, 168 and 240 bits are evaluated. Layer 1 and layer 2 use the same AI/ML model for per CSI payload size and thus the maximum CSI payloads for rank 2 are 120, 240, 336 and 480 bits. The rank distribution {rank 1, rank 2} for different schemes varies from {70%, 30%} to {56%, 44%}. Therefore, the weighted average CSI payloads for Rel-16 Type II codebook are 76, 114, 144, 224, 303 and 380 bits, while the weighted average CSI payloads for AI-SF are 80, 163, 234 and 341 bits.
Figure 4 illustrates the comparison of SGCS between AI-SF and Rel-16 Type II codebook under the rank=1 case and the rank=2 case. It can be seen that, AI-SF outperforms Rel-16 Type II codebook in terms of SGCS for each rank, indicating higher accuracy of CSI recovery by AI-SF. In addition, the accuracy of the 1st rank outperforms the accuracy of the 2nd rank for both AI-SF and Rel-16 Type II since the eigenvectors of the 1st rank is sparser than the 2nd rank, so the SGCS performance is higher. As the AI-SF can better learn the characteristics of the eigenvectors especially for the less sparse enviroment, i.e. the 2nd layer, the AI-SF can achieve more performance gain over the Rel-16 Type II codebook on the 2nd layer than on the 1st layer. For example, with 80 bits CSI payload, AI-SF can provide 0.06 SGCS gain over Rel-16 Type II codebook on the 1st layer and 0.08 SGCS gain on the 2nd layer.
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[bookmark: _Ref100694303]Figure 4  SGCS between AI/ML-based output CSI and the target CSI
The system level simulation results of the average throughput for AI-SF using full buffer traffic are illustrated in Figure 5. It is illustrated that, with the same overhead of CSI feedback, AI-SF has a performance gain of 7%-10.73% over Rel-16 Type II codebook in terms of the throughput under rank=1, while it has a performance gain of 8.9%-14.8% over Rel-16 Type II codebook under rank=2. 
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[bookmark: _Ref100694317]Figure 5  Throughput gain over Rel-16 Type II codebook for full buffer traffic
Observation 2: With the same overhead of CSI feedback and in terms of cell average throughput, AI/ML-based CSI compression with spatial-frequency domain CSI as input can outperform Rel-16 Type II codebook with 
· 7%-10.3% gain on rank 1 under full buffer traffic.
· 8.9%-14.8% gain on rank 2 under full buffer traffic.
Observation 3: For the rank=2 case, the 1st layer achieves higher SGCS than that of the 2nd layer as the eigenvectors of the 2nd layer are more sparse, and AI/ML-based CSI compression with spatial-frequency domain CSI as input can achieve more gains over the Rel-16 Type II on the 2nd layer than on the 1st layer.
The system level simulation results of mean UPT and 5% UPT using FTP traffic are illustrated in Figure 6 and Figure 7, respectively. It is illustrated that, AI-SF can achieve higher gain for higher RU compared to low RU; this may because the network benefits more from the accurate CSI for MU pairing under heavy traffic load. In addition, AI-SF can achieve higher gain for 5% UPT compared to average UPT; this may because the UE with lower SINR can benefit more on the improvement of the accurate CSI and the accurate DL precoding accordingly, as opposed to the cell center UEs which already have high MCS with limited margin to further improvement. In terms of the mean UPT, AI-SF has a performance gain of 4.8%-8.8% over Rel-16 Type II codebook under rank=1 and RU=80%, while it has a performance gain of 7.5%-14.5% over Rel-16 Type II codebook under rank=2 and RU=80%. In terms of the 5% UPT, AI-SF has a performance gain of 7.1%-16.3% over Rel-16 Type II codebook under rank=1 and RU=80%, while it has a performance gain of 9.1%-23.7% over Rel-16 Type II codebook under rank=2 and RU=80%.
On the other hand, Figure 8 shows that, for achieving the same throughput, AI-SF requires less feedback overhead, with an overhead reduction of about 42% in high range (CSI overhead C) and 46% in medium range for rank = 1, and 48% in high range and 43% in medium range (CSI overhead B) for rank = 2.
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[bookmark: _Ref114757871]Figure 6 Mean UPT gain over Rel-16 Type II codebook for FTP traffic (left: rank=1; right: rank=2)
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[bookmark: _Ref114757880]Figure 7 5% UPT gain over Rel-16 Type II codebook for FTP traffic (left: rank=1; right: rank=2)
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[bookmark: _Ref127366510]Figure 8 Overhead reduction over Rel-16 codebook for FTP traffic (left: rank=1; right: rank=2)
Observation 4: With the same overhead of CSI feedback and in terms of mean UPT, AI/ML-based CSI compression with spatial-frequency domain CSI as input can outperform Rel-16 Type II codebook with
· 2.2%-2.5% gain on rank 1 under FTP traffic and 50% RU.
· 3.2%-7.8% gain on rank 1 under FTP traffic and 70% RU.
· 4.8%-8.8% gain on rank 1 under FTP traffic and 80% RU. 
· 5.4%-10.1% gain on rank 2 under FTP traffic and 50% RU.
· 7.2%-14.4% gain on rank 2 under FTP traffic and 70% RU.
· 7.5%-14.5% gain on rank 2 under FTP traffic and 80% RU. 
Observation 5: With the same overhead of CSI feedback and in terms of 5% UPT, AI/ML-based CSI compression with spatial-frequency domain CSI as input can outperform Rel-16 Type II codebook with
· 2.2%-7% gain on rank 1 under FTP traffic and 50% RU.
· 6.4%-14.6% gain on rank 1 under FTP traffic and 70% RU.
· 7.1%-16.3% gain on rank 1 under FTP traffic and 80% RU. 
· 4.3%-13.3% gain on rank 2 under FTP traffic and 50% RU.
· 8.1%-18% gain on rank 2 under FTP traffic and 70% RU.
· 9.1%-23.7% gain on rank 2 under FTP traffic and 80% RU. 
Observation 6: AI/ML-based CSI compression with spatial-frequency domain CSI as input can achieve more obvious gains over the Rel-16 Type II codebook on high RU than low RU.
Observation 7: AI/ML-based CSI compression with spatial-frequency domain CSI as input can achieve more obvious gains over the Rel-16 Type II codebook for cell edge UPT than average UPT.
Observation 8: For achieving the same throughput, AI/ML-based CSI compression with spatial-frequency domain CSI as input requires less feedback overhead than Rel-16 Type II codebook, with an overhead reduction of
· 42% in high overhead range and 46% in medium overhead range for rank = 1.
· 48% in high overhead range and 43% in medium overhead range for rank = 2.
3.2.2 CSI compression with additional past CSI as input
The following part provides the evaluation results of the AI-SFT compression scheme, where rank=1 and rank=2 with rank adaptation is considered. Figure 9 illustrates the SGCS of AI-SFT with feedback overhead of 60bits, 120bits and 240bits. It can be seen that AI-SFT has improved SGCS over Rel-16 Type II codebook. Figure 10 illustrates that AI-SFT can provide 18.3%-25.4% gain for rank=1 and 23.3%-30.2% gain for rank=2 over Rel-16 Type II codebook in terms of throughput under full buffer traffic. Figure 11 illustrates that AI-SFT can provide 7.7%-14.9% gain for rank=1 and 16.6%-28.6% gain for rank=2 over Rel-16 Type II codebook in terms of mean UPT under FTP traffic. Figure 12 illustrates that AI-SFT can provide 10%-28.4% gain for rank=1 and 17%-39.2% gain for rank=2 over Rel-16 Type II codebook in terms of 5% UPT under FTP traffic. 
As shown in Figure 13, the UPT corresponding to the ideal CSI is provided as the upper bound and the performances of Rel-16 Type II codebook, AI-SF, and AI-SFT are provided as the ratio to the ideal CSI. It can be seen that for rank=2, compared to the mean UPT corresponding to the ideal CSI and under the payload size of 80/163/341 bits, respectively: Rel-16 Type II codebook has 37%/25%/19% margin; AI/ML-based CSI compression with spatial-frequency domain CSI as input has 28%/19%/10% margin; AI/ML-based CSI compression with additional past CSI as input has 19%/13%/5% margin.
On the other hand, Figure 13 also shows that, for achieving the same throughput, AI-SFT requires lesser feedback overhead than both Rel-16 Type II codebook and AI-SF, with an overhead reduction of about 73% in high range (CSI overhead C) for rank = 1, and 70% in high range (CSI overhead C) for rank = 2.
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[bookmark: _Ref118360516]Figure 9  SGCS between AI/ML-based output CSI and the target CSI
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[bookmark: _Ref118360540]Figure 10  Throughput gain over Rel-16 Type II codebook for full buffer traffic
	[image: ]
Rank 1
	[image: ]
Rank 2


[bookmark: _Ref118360552]Figure 11 Mean UPT gain over Rel-16 Type II codebook for FTP traffic at 80% RU
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[bookmark: _Ref118360579]Figure 12 5% UPT gain over Rel-16 Type II codebook for FTP traffic at 80% RU
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[bookmark: _Ref127366976]Figure 13 UPT performance compared with ideal CSI for FTP traffic at 80% RU
Observation 9: With the same overhead of CSI feedback and in terms of cell average throughput, AI/ML-based CSI compression with additional past CSI as input can outperform Rel-16 Type II codebook with 
· 18.3%-25.4% gain on rank 1 under full buffer traffic.
· 23.3%-30.2% gain on rank 2 under full buffer traffic.
Observation 10: With the same overhead of CSI feedback and in terms of mean UPT, AI/ML-based CSI compression on spatial-frequency domain with additional past CSI as input can outperform Rel-16 Type II codebook with
· 7.7%-14.9% gain on rank 1 under FTP traffic and 80% RU. 
· 16.6%-28.6% gain on rank 2 under FTP traffic and 80% RU. 
Observation 11: With the same overhead of CSI feedback and in terms of 5% UPT, AI/ML-based CSI compression on spatial-frequency domain with additional past CSI as input can outperform Rel-16 Type II codebook with
· 10%-28.4% gain on rank 1 under FTP traffic and 80% RU.
· 17%-39.2% gain on rank 2 under FTP traffic and 80% RU.
Observation 12: With the same overhead of CSI feedback and in terms of mean UPT for rank 2, compared to the mean UPT corresponding to the ideal CSI, 
· Rel-16 Type II codebook has 37%/25%/19% margin under the payload size of 80/163/341 bits, respectively.
· AI/ML-based CSI compression with spatial-frequency domain CSI as input has 28%/19%/10% margin under the payload size of 80/163/341 bits, respectively.
· AI/ML-based CSI compression with additional past CSI as input has 19%/13%/5% margin under the payload size of 80/163/341 bits, respectively.
Observation 13: For achieving the same throughput, AI/ML-based CSI compression on spatial-frequency domain with additional past CSI as input requires less feedback overhead than Rel-16 Type II codebook, with an overhead reduction of 
· 73% in high overhead range for rank = 1.
· 70% in high overhead range for rank = 2.
3.3 Evaluation results for multi-vendor joint training 
This section provides the evaluation results of training Type 1/2 with multi-vendor cases for CSI compression at spatial-frequency domain. The detailed training procedure is elaborated in our companion contribution [2]. For the training order, simultaneously train all N Network part models and M UE part models involving all vendors is adopted in this section. 
Support of one Network part model to M>1 UE part models
In this simulation, one Network part model to M=3 different UE part models are considered and the payload size of CSI feedback is 240 bits. The AI/ML models of UE 1, UE 2 and Network 1 are assumed to have the same backbone (Transformer backbone) but different structures (different number of layers), while the model of UE 3 has a different backbone (CNN backbone). Case 2 of Figure 14 shows the evaluation case of training Type 2 and all of the 3 UE-Network pairs (UE 1~3 and Network 1) are simultaneously trained. As analyzed in Section 2.2.2, 3 different UE-Network pairs with restricted model pairing (same model structure as Case 2 for each UE-Network pair) are used as baseline for performance comparison, shown as Case 1.
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[bookmark: _Ref127192963]Figure 14 Simulation cases of training Type 2 with one Network part model to M>1 UE part models
[bookmark: _Ref127193589]Table 1 SGCS of training Type 2 with one Network part model to M>1 UE part models
	
	Case 1
	Case 2

	UE1-NW1
	0.918
	0.904 (-1.4%)

	UE2-NW1
	0.913
	0.902 (-1.1%)

	UE3-NW1
	0.857
	0.792 (-6.5%)


Table 1 shows the evaluation results of the two cases. For the UE-Network pairs with the same model backbone but different structures (UE1-NW1 and UE2-NW1), the SGCS loss comparing to the 1 UE to 1 Network joint training is 1.1% and 1.4%, respectively, while for the UE-Network pair with different model backbones (UE3-NW1), the SGCS loss comparing to the 1 UE to 1 Network joint training is 6.5%.
Observation 14: For AI/ML-based CSI compression, compared to the joint training of one Network part model to one UE part model, the SGCS loss of training Type 2 is 1.1%~6.5% for one Network part model to M=3 UE part models with different backbones or different structures.
Support of N>1 Network part model to M>1 UE part models
In this simulation, N=2 Network part models to M=2 different UE part models are considered. The AI/ML models of UE 1, UE 2, Network 1 and Network 2 are assumed to have the same backbone (Transformer backbone) but different structures (different number of layers). Case 2 of Figure 15 shows the evaluation case of training Type 2 and all of the 4 models (UE 1, UE 2, Network 1 and Network 2) are jointly trained using simultaneous training method, i.e., Case A as discussed in Section 2.2.2. Similarly, 4 combinatorial UE-Network pairs with restricted model pairing (same model structure as Case 2 for each UE-Network pair) are used as baselines for performance comparison, shown as Case 1.
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[bookmark: _Ref127194693]Figure 15 Simulation cases of training Type 2 with N>1 Network part models to M>1 UE part models
[bookmark: _Ref127198245]Table 2 SGCS of training Type 2 with N>1 Network part models to M>1 UE part models
	
	60 bits
	120 bits
	240 bits

	Case 1 UE1-NW1
	0.767 
	0.861 
	0.918 

	Case 1 UE2-NW1
	0.759 
	0.844 
	0.913 

	Case 1 UE1-NW2
	0.764 
	0.852 
	0.918 

	Case 1 UE2-NW2
	0.741 
	0.849 
	0.910 

	Case 2 UE1-NW1
	0.741 (-2.6%)
	0.841 (-2%)
	0.907 (-1.1%)

	Case 2 UE2-NW1
	0.74 (-1.9%)
	0.838 (-0.6%)
	0.904 (-0.9%)

	Case 2 UE1-NW2
	0.741 (-2.3%)
	0.838 (-1.4%)
	0.905 (-1.3%)

	Case 2 UE2-NW2
	0.74 (-0.1%)
	0.835 (-1.4%)
	0.903 (-0.7%)


Table 2 shows the evaluation results of the two cases. For the UE-Network pair with aligned model backbone, the SGCS loss comparing to the 1 UE to 1 Network joint training is 0.1%~2.6%. 
Observation 15: For AI/ML-based CSI compression, compared to the joint training of one Network part model to one UE part model, the SGCS loss of training Type 2 is 0.1%~2.6% for N=2 Network part models to M=2 UE part models with different structures.
3.4 Evaluation results for separate training
This section provides the evaluation results of training Type 3 for CSI compression at spatial-frequency domain. The detailed procedure of separate training scheme is elaborated in our companion contribution [2]. In the simulations of this section, 300K training samples and 15K testing samples are used.
3.4.1 NW first separate training
Support of one Network part model to M>1 UE part models
One common CSI reconstruction part to multiple CSI generation parts of different UEs is natural supported for NW first training, since the dataset generated by one Network side CSI generation part can be delivered to multiple UE sides to train multiple CSI generation parts independently. From evaluation perspective, there is nothing different between the cases of one CSI reconstruction part to one CSI generation part and one common CSI reconstruction part to multiple CSI generation parts. 
In the following we simulate the case of one Network part model to M=4 different UE part models as shown in Case 2~5 (UE A~UE D) and Case 7~10 (UE A’~UE D’) described in the following tables, where the UE part models in Case 2/7 adopt the same structure with the Network side CSI generation part, and the UE part models in Case 3~5/8~10 adopt a different backbone/structure from the Network side CSI generation part. Case 1 and Case 6 are assumed as 1 Network vs 1 UE joint training with ideal/restricted model pairing as a reference.
The UEs use the same dataset as the Network to train the UE side CSI generation part for Case 2~4 and Case 7~9, which means Network share both the input (original CSI) and output (CSI feedback) of the Network side CSI generation part. For Case 6 and Case 10, the UE only uses its own original CSI as inputs (which is a subset of the input CSI for Network side collected from multiple UEs) and the corresponding CSI feedback shared by Network as labels to train the UE side CSI generation part, i.e., Network shares only the output of the Network side CSI generation part to the UE.
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[bookmark: _Ref127371481]Figure 16 SGCS of separated training with Transformer as backbone of Network part
Table 3 Case description of separated training with Transformer as backbone of Network part
	Case
	Training type
	Dataset used at UE
	CSI generation part at UE
	CSI generation/reconstruction part at Network

	1
	Joint training
	300K
	Transformer
	Transformer

	2
(UE A)
	Separate training
	Same as Case 1 
	Transformer, same structure as Case 1
	Transformer

	3
(UE B)
	Separate training
	Same as Case 1 
	Transformer, transformer layers are 30% less than Case 1
	Transformer

	4
(UE C)
	Separate training
	Same as Case 1 
	Transformer, attention heads are 50% less than Case 1
	Transformer

	5
(UE D)
	Separate training
	100K (subset of Case 1)
	Transformer, same structure as Case 1
	Transformer
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[bookmark: _Ref127371482]Figure 17 SGCS of separated training with CNN as backbone of Network part
Table 4 Case description of separated training with CNN as backbone of Network part
	Case
	Training type
	Dataset used at UE
	CSI generation part at UE
	CSI generation/reconstruction part at Network

	6
	Joint training
	300K
	CNN
	CNN

	7
(UE A’)
	Separate training
	Same as Case 6 
	CNN, same structure as Case 1
	CNN

	8
(UE B’)
	Separate training
	Same as Case 6 
	CNN, CNN layers are 6% less than Case 1 and CNN channels are 6% less than Case 1
	CNN

	9
(UE C’)
	Separate training
	Same as Case 6 
	Transformer
	CNN

	10
(UE D’)
	Separate training
	100K (subset of Case 6)
	CNN, same structure as Case 1
	CNN


Based on the results of Case 1~5 as shown in Figure 16, it can be found that the SGCS margin between separate training and joint training is less than 0.5% when the UE-side CSI generation part and the Network side CSI generation part have a same backbone but same or different structures. 
Based on the results of Case 6~10 as shown in Figure 17, it can be found that the SGCS margin between separate training and joint training is less than 0.5% even when the UE-side CSI generation part and the Network side CSI generation part have different backbones but the UE-side CSI generation part has similar or stronger learning capability than the Network side CSI generation part.
Based on the results of Case 1 and Case 5 in Figure 16, or Case 6 and Case 10 in Figure 17, it can be found that the SGCS margin between separate training and joint training is less than 0.5% even when the dataset of UE side is only a subset of the dataset of the Network side.
Comparing Case 1 with Case 6, Transformer has better performance than CNN which is because the learning capability of Transformer is more excellent than CNN, as analyzed in Section 2.2.2. For the same reason, Transformer-based CSI generation part at UE side trained by the dataset generated by CNN-based CSI generation part at Network side (i.e., Case 9) can achieve even slightly better performance than the joint training baseline of both CNN models (i.e., Case 6), but not the other way around.
In general, if the backbone of UE-side CSI generation part has similar or stronger learning capability than that of virtual Network side CSI generation part, the performance margin between the separate training and the joint training is <0.5%, which is minor gap. Although for the separate training, it may not always be the case that the UE-side CSI generation part outperforms the virtual Network side CSI generation part, the learning capabilities between Network side model and UE side model may easily aligned to some extent by, e.g., sharing the target performance metric of the models in together with the shared dataset.
Observation 16: For AI/ML-based CSI compression, there is only minor margin (<0.5%) between the SGCS of the NW first separate training and the SGCS of the joint training if the backbone of UE-side CSI generation part has similar or stronger learning capability than that of NW side CSI generation part.
· This observation applies regardless when the input dataset for the UE side is only a subset of or equal to the input dataset for the NW side.
Observation 17: For separate training, good performance can be achieved by pairing with comparable learning capabilities between NW side model and UE side model, which may be easily aligned by, e.g., sharing the target performance metric of the models in together with the shared dataset.
Support of one UE part model and N>1 separate Network part models
The evaluation cases for N>1 CSI reconstruction parts to one common CSI generation part at UE are given in the following table, and the corresponding results are shown in Figure 18. In this evaluation, UE uses a mixture of N=2 datasets generated by two different Networks to train a common CSI generation part. 
For Case 1 and Case 2, joint training is applied to UE and Network with the same backbone, while the Network part model in Case 1 and the Network part model in Case 2 are subject to different Transformer structures, denoted by Transformer A and Transformer B; the paired UE part models are denoted as Transformer A’ and Transformer B’, respectively. For Case 3 and Case 4, one UE part model matches with two Network part models with Transformer A and Transformer B, respectively, and the common CSI generation part at UE is also Transformer-based (denoted as Transformer C) but with different from neither Transformer A’ nor Transformer B’.
For Case 5 and Case 6, the CSI generation parts and CSI reconstruction parts of the two Networks are MLP-based and CNN-based, respectively. For case 7 and 8, the common CSI generation part at UE is Transformer-based, matching with the two Network part models in Case 5 and 7. Since the data distributions of the outputs over different CSI generation parts are different even under same input dataset, to better match with the two different CSI reconstruction parts, adaptation layers are applied for the common CSI generation part at UE for different Networks, which similar to the design for supporting scalability over payload sizes as described in Section 3.6.
Table 5 Case description of N=2 Network part models to one common UE part model
	Case
	Training type
	CSI generation part at UE
	CSI reconstruction part at Network

	1
	Joint training, 
one CSI reconstruction part to one CSI generation part
	Transformer A’
	Transformer A

	2
	Joint training, 
one CSI reconstruction part to one CSI generation part
	Transformer B’, transformer layers are 30% less than Case 1
	Transformer B

	3
	Separate training, 
2 reconstruction parts of different Networks to one common CSI generation part
	Transformer C, attention heads are 50% less than Case 1
	Transformer A, same as Case 1

	4
	
	
	Transformer B, same as Case 2

	5
	Joint training, 
one CSI reconstruction part to one CSI generation part
	MLP
	MLP

	6
	Joint training, 
one CSI reconstruction part to one CSI generation part
	CNN
	CNN

	7
	Separate training, 
2 reconstruction parts of different Networks to one common CSI generation part
	Transformer
	MLP, same as Case 5

	8
	
	
	CNN, same as Case 6
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(a) Same backbone, different structures
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(b) Different backbones
[bookmark: _Ref115441658]Figure 18 SGCS for N=2 Network part models to one common UE part model
Based on the results, it can be found that the SGCS margin between separate training for multiple CSI reconstruction parts to one common CSI generation part and joint training is less than 0.5%.
Observation 18: For AI/ML-based CSI compression, there is only minor margin (<0.5%) between the SGCS of the NW first separate training and the SGCS of the joint training when the separate training considers N>1 Network part models to one common UE part model with a backbone with similar or stronger learning capability than any of the N Network part models.
3.4.2 UE first separate training
Support of one UE part model to N>1 Network part models
We simulate the cases of one UE part model to N=4 different Network part models as shown in Case 2~5 (Network A~ Network D) and Case 7~10 (Network A’~ Network D’) described in the following tables, where the Network part models in Case 2/7 adopt the same structure with the UE side CSI reconstruction part, and the Network part models in Case 3~5/8~10 adopt a different backbone/structure from the UE side CSI reconstruction part. Case 1 and Case 6 are assumed as 1 Network vs 1 UE joint training with ideal/restricted model pairing as a reference.
The Networks use the same dataset as the UE to train the Network side CSI reconstruction part for Case 2~4 and Case 7~9, which means UE shares both the input (CSI feedback) and labels (original CSI) of the UE side CSI reconstruction part. For Case 6 and Case 10, the Network only uses its own CSI as labels (which is a subset of the dataset for UE side collected from multiple Networks) and the corresponding CSI feedback shared by UE as inputs to train the Network side CSI reconstruction part.
Based on the results of Case 1 and Case 5 in Figure 19, or Case 6 and Case 10 in Figure 20, it can be found that the SGCS margin between separate training and joint training is less than 1% even when the dataset of UE side is only a subset of the dataset of the Network side.
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[bookmark: _Ref127373722]Figure 19 SGCS of separated training with Transformer as backbone of UE part
Table 6 Case description of separated training with Transformer as backbone of UE part
	Case
	Training type
	Dataset used at UE
	CSI generation/reconstruction part at UE
	CSI reconstruction part at Network

	1
	Joint training
	300K
	Transformer
	Transformer

	2
(Network A)
	Separate training
	Same as Case 1 
	Transformer
	Transformer, same structure as Case 1

	3
(Network B)
	Separate training
	Same as Case 1 
	Transformer
	Transformer, transformer layers are 25% less than Case 1

	4
(Network C)
	Separate training
	Same as Case 1 
	Transformer
	Transformer, attention heads are 50% less than Case 1

	5
(Network D)
	Separate training
	100K (subset of Case 1)
	Transformer
	Transformer, same structure as Case 1
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[bookmark: _Ref127373724]Figure 20 SGCS of separated training with CNN as backbone of UE part
Table 7 Case description of separated training with CNN as backbone of UE part
	Case
	Training type
	Dataset used at UE
	CSI generation/reconstruction part at UE
	CSI reconstruction part at Network

	6
	Joint training
	300K
	CNN
	CNN

	7
(Network A’)
	Separate training
	Same as Case 1 
	CNN
	CNN, same structure as Case 6

	8
(Network B’)
	Separate training
	Same as Case 1 
	CNN
	CNN, CNN layers are 6% less than Case 6 and CNN channels are 6% less than Case 6

	9
(Network C’)
	Separate training
	Same as Case 1 
	CNN
	Transformer

	10
(Network D’)
	Separate training
	100K (subset of Case 6)
	CNN
	CNN, same structure as Case 6


Observation 19: For AI/ML-based CSI compression, there is minor margin (<1%) between the SGCS of the UE first separate training and the SGCS of the joint training even if the backbone of Network-side CSI reconstruction part has similar or stronger learning capability than that of UE side CSI reconstruction part.
· This observation applies regardless when the dataset for the NW side is only a subset of or equal to the dataset for the UE side.
3.5 Evaluation results for generalization performance
This section provides the evaluation results of the generalization over scenarios for CSI compression with spatial-frequency domain CSI as input. The CSI feedback payload size is 240 bits in this section.
Generalization over channel models
Table 8 shows the generalization performances on various channel models, and the generalization is verified from the perspective of the dataset composition (Case 1/2/3) and fine-tuning. For Case 1 and Case 2, the training dataset size for UMa, UMi and InH cases is 300K for each. For Case 3, the mixed dataset contains sub-datasets of UMa, UMi and InH, each of which is of 100K samples. For fine-tuning, the initial AI/ML model is trained based on an InH dataset of 300K samples, and the fine-tuning is performed based on an UMa dataset of 25K samples. The size of the testing dataset is 60K samples for each of UMa/UMi/InH for Case 1/2/3/fine-tuning. 
The results show that the characteristics of UMa and UMi are similar, and the AI/ML model trained by UMa/UMi dataset can be used for each other with generalized performance; the AI/ML model trained by UMa/UMi dataset can also be applied for testing at InH scenario with minor loss. On the other hand, the AI/ML model trained by InH dataset provides good performance for the InH scenario but poor performance for the UMa/UMi scenario (i.e., Case 2), since the channel characteristics under InH are less diverse than UMa/UMi, so that the characteristic of the UMa/UMi are not well learnt for the AI/ML model trained by InH. The AI/ML model trained by the mixed dataset (i.e., Case 3) shows moderate performance on each of the UMa/UMi/InH testing dataset, but compared with the overfitting dataset (i.e., Case 1), there is still a gap. 
The AI/ML model trained by the dataset of InH shows poor performance if it is directly applied for the testing dataset of UMa. However, after fine-tuned by a dataset of UMa channel, the performance can be improved obviously. This demonstrates the benefit of fine-tuning.
[bookmark: _Ref109657093]Table 8 Generalization performances on channel models
	Testing
	Training, channel model

	
	UMa
	UMi
	InH
	Mixed
	InH, fine-tuned with UMa

	UMa
	0.916
(Case 1)
	0.911
(Case 2)
	0.855
(Case 2)
	0.909
(Case 3)
	0.889
(fine-tuning)

	UMi
	0.91
(Case 2)
	0.909
(Case 1)
	0.859
(Case 2)
	0.895
(Case 3)
	\

	InH
	0.962
(Case 2)
	0.96
(Case 2)
	0.968
(Case 1)
	0.965
(Case 3)
	\


Observation 20: For an AI/ML model of CSI compression trained under Scenario#A (e.g., InH) dataset but applied to Scenario#B (e.g., UMa/UMi) for inference (i.e., generalization Case 2), its performance may be degraded compared to inference under Scenario#A (i.e., generalization Case 1), but mixing the dataset over the three scenarios for AI/ML model training (i.e., generalization Case 3) is helpful to improve the generalization.
Observation 21: For an AI/ML model of CSI compression trained under Scenario#A (e.g., InH) dataset but applied to Scenario#B (e.g., UMa) for inference, its performance can be improved by applying fine-tuning using a relatively small dataset from Scenario#B.
Generalization over indoor/outdoor UEs
Table 9 shows the generalization performances on various indoor/outdoor UE distributions. The size of each training dataset is 300K, and the size of the testing dataset is 60K for each of indoor/outdoor. The results show that AI/ML models trained by any indoor/outdoor UE distribution performs similarly on outdoor testing dataset. On the other hand, with the decrease of the ratio of indoor UEs (i.e., O2I channel samples) in the training dataset, the performance on indoor testing dataset (wherein all UEs are subject to indoor UEs) becomes worse. This is because the characteristics of O2I channels are more diverse for learning due to penetration, scattering, etc., than outdoor only.
[bookmark: _Ref109659533]Table 9 Generalization performances on indoor/outdoor UE distribution
	Testing
	Training, Indoor/outdoor ratio

	
	10:0
	8:2
	5:5
	2:8
	0:10

	Indoor (O2I)
	0.916
(Case 1)
	0.914
(Case 3)
	0.914
(Case 3)
	0.909
(Case 3)
	0.892
(Case 2)

	Outdoor
	0.949
(Case 2)
	0.948
(Case 3)
	0.949
(Case 3)
	0.949
(Case 3)
	0.948
(Case 1)


Observation 22: For generalization of AI/ML-based CSI compression over indoor/outdoor UE distribution ratios, 
· AI/ML model trained by any indoor/outdoor UE distribution ratio shows similar performance on the outdoor testing dataset. 
· With the decrease of the indoor channel ratio for the training dataset, the trained AI/ML model brings decreased performance on the indoor testing dataset.
Generalization over TxRU mappings
Table 10 shows the generalization performances on various TxRU mappings. The size of each training dataset is 300K, and the size of the testing dataset is 60K for each of TxRU mapping scenario. The results show that AI/ML models trained by TxRU mapping scenario (8,8,2,1,1,2,8) can provide good performance on both (8,8,2,1,1,2,8) and (2,8,2,1,1,2,8). On the other hand, AI/ML models trained by TxRU mapping scenario (2,8,2,1,1,2,8) can provide excellent performance on same scenario but relatively poorer performance on (8,8,2,1,1,2,8). This is because the more antenna elements leads to more complicated channel characteristics. The AI/ML model trained by the mixed dataset shows moderate performance on each of the TxRU mapping scenarios. 
[bookmark: _Ref114818208]Table 10 Generalization performances on TxRU mapping
	Testing
	Training, TxRU mapping

	
	 (8,8,2,1,1,2,8)
	 (2,8,2,1,1,2,8)
	Mixed

	(8,8,2,1,1,2,8)
	0.916
(Case 1)
	0.89
(Case 2)
	0.913
(Case 3)

	(2,8,2,1,1,2,8)
	0.914
(Case 2)
	0.922
(Case 1)
	0.92
(Case 3)


Observation 23: For generalization of AI/ML-based CSI compression over various TxRU mapping methods including (8,8,2,1,1,2,8) and (2,8,2,1,1,2,8), the AI/ML model trained by the mixed dataset shows moderate performance on each of the TxRU mapping methods.
3.6 Evaluation results for scalability performance 
Scalability over different payload sizes
Figure 21 shows the method to achieve scalability over different payloads by adaptation layer adopted in this evaluation. A pair of scalable CSI generation part and scalable CSI reconstruction part is evaluated, where the CSI generation part includes a common part and 4 output adaptation layers corresponding to 4 different payload sizes (Y1/Y2/Y3/Y4=60/120/168/240 bits), and the CSI reconstruction part includes one common part and 4 input adaptation layers paired with the 4 output adaptation layers, respectively. Adaptation layers in the AI/ML models are used to adjust the dimension of CSI generation output and CSI reconstruction input, where different adaptation layers correspond to separate output/input dimensions to be consistent with the CSI payload sizes. In the simulations of this section, 300K training samples and 15K testing samples are used.
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[bookmark: _Ref126071592]Figure 21 Diagram of scalability over different payloads by adaptation layer
[bookmark: _Ref118317459]Table 11 Scalability performance over different payloads
	
	60 bits
	120 bits
	168 bits
	240bit

	Payload-specific models (generalization Case 1)
	0.767 
	0.861 
	0.887 
	0.918 

	Unified model for 4 different payloads
(generalization Case 3)
	0.757 (-1%)
	0.855 (-0.6%)
	0.884 (-0.3%)
	0.908 (-1%)


Table 11 shows the scalability performance over different payloads. The results show that the SGCS margin between payload-specific models and a unified model for 4 different payloads is less than 1%.
[bookmark: OLE_LINK8][bookmark: OLE_LINK9]Observation 24: For scalability of AI/ML-based CSI compression over various CSI payload sizes, the SGCS margin between the payload-specific models and the unified scalable model supporting 4 different CSI payload sizes is less than 1%.
· Adaptation layers in the AI/ML model are used to achieve the scalability.
Scalability over different antenna port numbers
Figure 22 shows the method to achieve scalability over different antenna port numbers, where a pair of scalable CSI generation part and scalable CSI reconstruction part is considered and truncation/padding is adopted to achieve the scalability in this evaluation. The input dimension of the CSI generation part is set as up to the maximum antenna port number (32), and zeroes are padded to match the input dimension in case of 16 ports input. Symmetrically, the output dimension of CSI reconstruction part is set as up to the maximum antenna port number (32) and the output is truncated from the tail to generate the output of 16 ports.
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[bookmark: _Ref126073224]Figure 22 Diagram of scalability over different antenna port numbers by truncation/padding
[bookmark: _Ref126073776]Table 12 Scalability performance over different antenna port numbers
	Training
	Test
	60 bits
	120 bits
	168 bits
	240bit

	Port-specific models (generalization Case 1)
	16 ports
	0.831
	0.894
	0.92
	0.944

	
	32 ports
	0.767
	0.861
	0.887
	0.918

	Unified model for 2 antenna port numbers (generalization Case 3)
	16 port
	0.827 (-0.4%)
	0.892 (-0.2%)
	0.919 (-0.1%)
	0.942 (-0.2%)

	
	32 port
	0.766 (-0.1%)
	0.852 (-0.9%)
	0.884 (-0.3%)
	0.913 (-0.5%)


Table 12 shows the scalability performance over different antenna port numbers. The results show that the SGCS margin between port-specific models and a unified model for 2 different antenna port numbers is less than 0.9%.
Observation 25: For scalability of AI/ML-based CSI compression over various antenna port numbers, the SGCS margin between the port-specific models and the unified scalable model supporting 2 different antenna port numbers is less than 0.9%.
· Pre/post processing of padding/truncation is used to achieve the scalability.
3.7 Evaluation results for quantized ground-truth CSI
In this section, evaluation results for the two quantization methods (scalar quantization and quantization by Rel-16 Type II-like codebook generation method with new parameters) for the ground-truth CSI are provided.
Table 13 SGCS for quantized channel information as training dataset
	Quantization method
	Size per input/Total overhead, bytes
	SGCS

	
	
	60 bits
	120 bits
	240 bits

	Float32
	3.3K/992M
	0.767
	0.861
	0.918

	Float16
	1.67K/499M (-50%)
	0.764 (-0.3%)
	0.855 (-0.6%)
	0.916 (-0.2%)

	8 bits scalar quantization
	0.83K/250M (-75%)
	0.762 (-0.5%)
	0.852 (-0.9%)
	0.911 (-0.7%)

	Rel-16 Type II CB with new parameters: L=10, p=0.9, beta=0.31, reference amplitude: 6 bits, differential amplitude: 4 bits, phase: 6 bits
	127/40M (-96%)
	0.768 (+0.1%)
	0.854 (-0.7%)
	0.917 (-0.1%)

	PC8 of Rel-16 Type II CB
	41/12M (-97.5%)
	0.76 (-0.7%)
	0.832 (-2.9%)
	0.887 (-3.1%)


The results show that compared with the training dataset quantized by Float32 format, the training dataset quantized by Rel-16 Type II CB with new parameters can provide only minor performance margin (<0.7%) but reduces 96% overhead for training dataset delivery.
Observation 26: For AI/ML-based CSI compression, compared with the training dataset with Float32 format, other high resolution ground-truth CSI quantization methods with lower overhead show minor SGCS loss with remarkable overhead reduction.
· Training dataset quantized by 8 bits scalar quantization has <0.9% SGCS loss but reduces 75% overhead of training dataset delivery.
· Training dataset quantized by Rel-16 Type II CB with new parameters has <0.7% SGCS loss but reduces 96% overhead of training dataset delivery.
Observation 27: For AI/ML-based CSI compression, compared with the training dataset with Float32 format, training dataset quantized by a legacy quantization resolution of PC8 of Rel-16 Type II CB causes significant SGCS loss of around 3% when the CSI payload size is medium and large.
Proposal 7: For AI/ML-based CSI compression, consider the enhanced parameters based on Rel-16 Type II CB to support the NW side data collection with high resolution ground-truth CSI quantization. 
· E.g., L=8, 10, 12, etc.; p=0.75, 0.8, 0.9, etc.; beta = 0.8, 0.9, 1, etc.; reference amplitude = 6 bits, 8 bits, etc.; differential amplitude = 4bits, 6 bits, etc., phase = 6 bits, 8bits, etc.
3.8 Evaluation results for quantization aware/non-aware training
This section provides the evaluation results for different quantization methods of CSI feedback, including quantization aware training and quantization non-aware training. 
For quantization aware training, the codebook of vector quantization is trained jointly with the CSI generation part and the CSI reconstruction part (i.e., Case 2-2). The parameters of the codebook of vector quantization is updated in each training epoch. 
For quantization non-aware training, the CSI generation part and the CSI reconstruction part are trained by using the FP of floating vectors without CSI feedback quantization. And the dictionary/codebook for the vector quantization is generated by applying the clustering algorithm to the outputs of the well-trained CSI generation part.
Table 14 SGCS for quantization aware training and quantization non-aware training
	
	60 bits
	120 bits
	240bit

	Quantization aware training (Case 2-2)
	0.767
	0.861
	0.918

	Quantization non-aware training (Case 1)
	0.69 (-7.7%)
	0.738 (-12.3%)
	0.829 (-8.9%)


Observation 28: For AI/ML-based CSI compression, quantization non-aware training shows significant performance loss compared to quantization aware training.
3.9 Evaluation results for monitoring accuracy
Based on the agreements on evaluating the monitoring accuracy in the RAN1#112bis-e meeting and the discussions in Section 2.2.1, this section provides the evaluation results for the monitoring accuracy using intermediate KPI. For calculating the , both Option 1 (SGCS gap between  and ) and Option 2 (Binary state of  and ) are considered. For monitoring entity, both Case 1 (NW side monitoring based on ground-truth CSI) and Case 2-1 (UE side monitoring based on proxy model) are evaluated. 
For Case 1 (NW side monitoring based on ground-truth CSI), three formats of ground-truth CSI are considered:
· PC8 of Rel-16 Type II CB, which adopts the legacy CB resolution and is regarded as a lower bound baseline. The CSI payload of the PC8 setting is 328 bits.
· High resolution ground-truth CSI#1 using Rel-16 Type II CB with new parameters: {L=10, p=0.9, beta=0.31, reference amplitude: 6 bits, differential amplitude: 4 bits, phase quantization: 6 bits}. The CSI payload of high resolution ground-truth CSI#1 is 1014 bits.
· High resolution ground-truth CSI#2 using Rel-16 Type II CB with new parameters: {L=12, p=0.8, beta=0.5, reference amplitude: 6 bits, differential amplitude: 4 bits, phase quantization: 6 bits}. The CSI payload of high resolution ground-truth CSI#2 is 1610 bits.
For Case 2-1, both generalization Case 1 and generalization Case 2 of the proxy CSI reconstruction model are evaluated.
For the CSI payload size of inference, 240 bits are evaluated, and rank=1 is assumed.
3.9.1 Options for calculating 
For Case 1, PC8 of Rel-16 Type II CB, high resolution ground-truth CSI#1, high resolution ground-truth CSI#2 are evaluated; for Case 2-1, the proxy CSI reconstruction model is evaluated under generalization Case 1, i.e., the training and testing of the proxy model are under the same scenario (UMa).
Option 1: Gap between  and 
The CDF curves of the SGCS gap are shown in Figure 23. From the figure, it can be easily observed from the distributions of the SGCS gaps that PC8 of Rel-16 Type II CB and the proxy CSI reconstruction model have larger variation (i.e., higher ratio of large SGCS gaps) compared to the high resolution ground-truth CSI formats.
Quantitative monitoring accuracy values are captured in Table 15. Three values for threshold of SGCS gap (i.e., ) are considered: 0.01, 0.02, and 0.05; considering the resulting SGCS of inference ranges from 0.7 to 0.9 for layer 1 (take 0.8 for average) and ranges from 0.6 to 0.8 for layer 2 (take 0.7 for average), the threshold of +/- 0.01, +/- 0.02, +/- 0.05 contributes a bias ratio of 2.5%, 5%, and 12.5% for layer 1, and 2.9%, 5.7%, and 14.3% for layer 2.
From the tables, it can be seen that the performance in terms of the monitoring accuracy is significantly deteriorated when PC8 (monitoring Case 1) or proxy model (monitoring Case 2-1) is adopted for monitoring: only 8%/21%/67% and 15%/31%/76% monitoring accuracy can be achieved for PC8 and proxy model for threshold , respectively. When a higher resolution ground-truth CSI format with 1014 bits resolution is applied for monitoring, however, the monitoring accuracy can be largely improved to 63%/89%/100%. When a 1610 bits resolution ground-truth format is applied for monitoring, the monitoring accuracy can be further improved to 75%/97%/100%, which are quite close to the genie-aided monitoring.
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[bookmark: _Ref130836087]Figure 23 CDF of SGCS gap for ground-truth CSI formats (Case 1) and the proxy model (Case 2-1)
[bookmark: _Ref130995322]Table 15 Monitoring accuracy of ground-truth CSI formats (Case 1) and the proxy model (Case 2-1)
	CSI payload size
	
	Accuracy

	
	Threshold of absolute SGCS gap
	0.01
	0.02
	0.05

	240 bits
	PC8
	8%
	21%
	67%

	
	1014 bits
	63%
	89%
	100%

	
	1610 bits
	75%
	97%
	100%

	
	Proxy model
	15%
	31%
	76%


Observation 29: For monitoring of AI/ML-based CSI compression based on SGCS gap (Option 1), the monitoring performance is heavily deteriorated if the Rel-16 Type II CB with legacy resolution (e.g., PC8) is adopted for NW side monitoring (Case 1) or proxy CSI reconstruction model is adopted for UE side monitoring (Case 2-1). E.g., for threshold of SGCS gap = 0.01/0.02/0.05, respectively:
· When PC8 is adopted for NW side monitoring, only 8%/21%/67% monitoring accuracy are achieved for the 240 bits CSI payload.
· When proxy CSI reconstruction model is adopted for UE side monitoring, only 15%/31%/76% monitoring accuracy are achieved for the 240 bits CSI payload.
Observation 30: For monitoring of AI/ML-based CSI compression based on SGCS gap (Option 1), introducing higher resolution ground-truth CSI format of Rel-16 Type II CB with new parameters can significantly improve the monitoring accuracy for NW side monitoring (Case 1). E.g., for threshold of SGCS gap = 0.01/0.02/0.05, respectively:
· When 1014 bits high resolution ground-truth CSI is adopted for monitoring, the monitoring accuracy can be improved to 63%/89%/100% for 240 bits CSI payload.
· When 1610 bits high resolution ground-truth CSI is adopted for monitoring, the monitoring accuracy can be improved to 75%/97%/100% for 240 bits CSI payload.
Option 2: Binary state of  and 
For NW side monitoring, two threshold values are considered separately: 0.9 and 0.85. Considering one typical purpose of the monitoring is to determine whether AI/ML scheme still outperforms legacy non-AI/ML benchmark (e.g., Rel-16 CB), the mean SGCS of Rel-16 CB benchmark can be considered as the threshold value. As the mean SGCS of Rel-16 CB benchmark at 240 bits CSI payload size is about 0.87 in our previous evaluations, the thresholds of 0.9 and 0.85 are reasonable values. By the way,  and  are the same value under NW side monitoring, i.e.,  or .
For UE side monitoring, as we analyzed in the EVM section,  is calculated as the sum of the direct SGCS of the output of the proxy model () and a fixed compensation (), the threshold of  and  are also the same, i.e.,  or . In this way, the monitoring accuracy of the UE side monitoring can be easily compared with the solutions of the NW side monitoring. The compensation is assumed as  in this simulation, derived as the mean SGCS gap between the SGCS of the actual NW part output CSI and the SGCS of the proxy model output CSI during the training phase as described in the previous section.
Monitoring accuracy results based on the binary state are captured in Table 16. From the table, it can be seen that the performance in terms of the monitoring accuracy is deteriorated when PC8 (monitoring Case 1) or proxy model (Case 2-1) is adopted for monitoring: 76%/86% and 87%/88% monitoring accuracy are achieved for PC8 and proxy model for threshold , respectively. When a higher resolution ground-truth CSI format with 1014 bits resolution is applied for monitoring, however, the monitoring accuracy can be largely improved to 96%/97%. When a 1610 bits resolution ground-truth format is applied for monitoring, the monitoring accuracy can be further improved to 97%/98%, which are quite close to complete accuracy.
[bookmark: _Ref134265057]Table 16 Monitoring accuracy of various ground-truth CSI formats and proxy model
	CSI payload size
	
	Accuracy

	
	SGCS Threshold
	0.9
	0.85

	240 bits
	PC8
	76%
	86%

	
	1014 bits
	96%
	97%

	
	1610 bits
	97%
	98%

	
	Proxy model
	87%
	88%


Observation 31: For monitoring of AI/ML-based CSI compression based on binary state (Option 2), the monitoring performance is deteriorated if the Rel-16 Type II CB with legacy resolution (e.g., PC8) is adopted for NW side monitoring (Case 1) or proxy CSI reconstruction model is adopted for UE side monitoring (Case 2-1). E.g., for SGCS threshold = 0.9/0.85, respectively:
· When PC8 is adopted for NW side monitoring, 76%/86% monitoring accuracy are achieved for the 240 bits CSI payload.
· When proxy CSI reconstruction model is adopted for UE side monitoring, 87%/88% monitoring accuracy are achieved for the 240 bits CSI payload.
· Note:  is calculated as compensated SGCS of the proxy model, i.e., , so that the same SGCS threshold  is applied for  and .
Observation 32: For monitoring of AI/ML-based CSI compression based on binary state (Option 2), introducing higher resolution ground-truth CSI format of Rel-16 Type II CB with new parameters can significantly improve the monitoring accuracy for NW side monitoring (Case 1). E.g., for SGCS threshold = 0.9/0.85, respectively:
· When 1014 bits high resolution ground-truth CSI is adopted for monitoring, the monitoring accuracy can be improved to 96%/97% for 240 bits CSI payload.
· When 1610 bits high resolution ground-truth CSI is adopted for monitoring, the monitoring accuracy can be improved to 97%/98% for 240 bits CSI payload.
Applicable cases for Option 1 and Option 2
Option 1 is applicable to varying thresholds, e.g., when Rel-16 Type II CB co-exists as the benchmark, the threshold for each sample can be determined based on the SGCS of the benchmark of Rel-16 CB of the same sample, which is varying over samples. Based on Option 1, the intermediate KPIs of the AI/ML models can be monitored in per sample basis and the NW/UE  can beaware of the model performance in a more refined granularity, e.g., performance fluctuation slot by slot.
Option 2 is applicable to fixed threshold, e.g., by considering the mean SGCS of the Rel-16 Type II CB during the training or development phase. Based on Option 2, the mean intermediate KPIs of the AI/ML models during a period can be monitored and NW/UE can be aware of the model performance in a long time scale.
In realistic network, whether a fixed threshold or variable thresholds are adopted is up to implementation. Therefore, both Option 1 and Option 2 are valid for evaluation purpose.
Observation 33: For the calculation of  for intermediate KPI based monitoring mechanism, both Option 1 (SGCS gap between  and ) and Option 2 (Binary state of  and ) can be applicable to realistic monitoring schemes:
· Option 1 is applicable to varying thresholds during the monitoring.
· Option 2 is applicable to fixed threshold during the monitoring.
3.9.2 Generalization performance of the proxy model
To evaluate the generalization performance of the proxy model for UE side monitoring, we consider the proxy CSI reconstruction model trained in UMa scenario (scenario#A) and applied to monitor model performance in InH scenario (scenario#B). For comparison, the results for NW side monitoring (including PC8 of Rel-16 Type II CB, high resolution ground-truth CSI#1, and high resolution ground-truth CSI#2) under scenario#B are also provided. 
Option 1 (SGCS gap between  and ) for calculating  is considered in this section.
The CDF of absolute SGCS gap are shown in Figure 24. From the figure, it can be easily observed that the monitoring accuracy of proxy model becomes even worse (i.e., even larger variation of SGCS gap in contrast with generalization Case 1) if the test scenario is different from the training scenario.
Quantitative monitoring accuracy values for generalization Case 2 and the corresponding monitoring accuracy differences from generalization Case 1 are captured in Table 17. From the table, it can be seen that the monitoring accuracy of higher resolution ground-truth CSI formats with 1014 bits and 1610 bits for NW side monitoring are both stable at a high accuracy level. The accuracy of PC8 is improved but still much worse than that of higher resolution ground-truth CSI formats. In addition, compared with generalization Case 1, the monitoring accuracy of the NW side monitoring schemes under generalization Case 2 is increased; this is due to the fact that the  tested under InH dataset is larger than that under Uma dataset (as analyzed in Section 3.5), so that the margin of the SGCS gap variation/distribution is reduced.
For the UE side monitoring based on proxy model, however, the accuracy of proxy model is deteriorated, e.g., degraded from 15%/31%/76% for generalization Case 1 to 11%/25%/60% (4%/6%/16% degradation) for generalization Case 2. This is due to the weaker learning capability of the UE side proxy model. The accuracy degradation for = 0.01/0.02 is smaller than 0.05 because their absolute accuracies are already very small.
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[bookmark: _Ref134266301]Figure 24 CDF of SGCS gap for ground-truth CSI formats (Case 1) and the proxy model (Case 2-1) under generalization cases
[bookmark: _Ref134266522]Table 17 Monitoring accuracy of ground-truth CSI formats (Case 1) and the proxy model (Case 2-1) under generalization cases
	CSI payload size
	
	Accuracy

	
	Threshold of absolute SGCS gap
	0.01
	0.02
	0.05

	240 bits
	PC8
	19% (+11%)
	40% (+19%)
	76% (+9%)

	
	1014 bits
	70% (+7%)
	89% (0%)
	100% (0%)

	
	1610 bits
	80% (+5%)
	98% (1%)
	100% (0%)

	
	Proxy model
	11% (-4%)
	25% (-6%)
	60% (-16%)


Observation 34: For monitoring of AI/ML-based CSI compression at NW side (Case 1) based on higher resolution ground-truth CSI format of Rel-16 Type II CB with new parameters, the monitoring performance is stable at a high accuracy level over different test scenarios (e.g., UMa and InH). E.g., for threshold of SGCS gap = 0.01/0.02/0.05, respectively:
· When 1014 bits high resolution ground-truth CSI is adopted for monitoring, for the 240 bits CSI payload, 70%/89%/100% monitoring accuracy are achieved at InH test dataset and the accuracy variation is +7%/0%/0% compared to the UMa test dataset.
· When 1610 bits high resolution ground-truth CSI is adopted for monitoring, for the 240 bits CSI payload, 80%/98%/100% monitoring accuracy are achieved at InH test dataset and the accuracy variation is +5%/+1%/0% compared to the UMa test dataset.
Observation 35: For monitoring of AI/ML-based CSI compression at NW side (Case 1) based on Rel-16 Type II CB with legacy resolution (e.g., PC8), the monitoring performance varies greatly over different test scenarios (e.g., UMa and InH) and still at a low accuracy level. E.g., for threshold of SGCS gap = 0.01/0.02/0.05, respectively:
· When PC8 is adopted for monitoring, for the 240 bits CSI payload, 19%/40%/76% monitoring accuracy are achieved at InH test dataset and the accuracy variation is 11%/+19%/+9% compared to the UMa test dataset.
Observation 36: For monitoring of AI/ML-based CSI compression based on monitoring Case 2 (UE side monitoring with a proxy model), for a proxy model trained under Scenario#A (e.g., UMa) dataset but applied to Scenario#B (e.g., InH) for monitor (i.e., generalization Case 2), its performance is deteriorated compared to monitoring under Scenario#A (i.e., generalization Case 1). E.g., for threshold of SGCS gap = 0.01/0.02/0.05, respectively:
· When proxy CSI reconstruction model is adopted for monitoring, for the 240 bits CSI payload, only 11%/25%/60% monitoring accuracy are achieved at InH test dataset and the accuracy degradation is -4%/-6%/-16% compared to the UMa test dataset.
Due to the imbalanced generalization performance between the proxy model and the actual NW part model for monitoring Case 2 (UE side monitoring with a proxy model), the proxy model cannot accurately mimic the actual NW part model in case of changed channel environment. Therefore, for the monitoring at gNB, it is preferable to adopt monitoring Case 1 (NW side monitoring based on ground-truth CSI), which is not impacted by the varying testing datasets, rather than relying only on UE side monitoring and reporting the outcome to gNB. Moreover, for NW side monitoring schemes, considering high resolution ground-truth CSI using Rel-16 Type II CB with new parameters largely outperforms the legacy Rel-16 Type II CB (e.g., PC8) in terms of monitoring accuracy under both Option 1 and Option 2, it is proposed to consider UE report of high resolution ground-truth CSI with new parameters.
Proposal 8: For the monitoring of CSI compression at gNB, it is preferable to adopt monitoring Case 1 (NW side monitoring based on ground-truth CSI) rather than monitoring Case 2 (UE side monitoring with a proxy model) with UE report of the outcome, as the proxy model cannot accurately mimic the actual NW part model in case of changed channel environment.
Proposal 9: For AI/ML-based CSI compression, consider the UE report of high resolution ground-truth CSI using Rel-16 Type II CB with new parameters for the monitoring of intermediate KPI at the NW side.
· Example 1: New parameters of Rel-16 Type II CB are {L=10, p=0.9, beta=0.31, reference amplitude: 6 bits, differential amplitude: 4 bits, phase quantization: 6 bits}.
· Example 2: New parameters of Rel-16 Type II CB are {L=12, p=0.8, beta=0.5, reference amplitude: 6 bits, differential amplitude: 4 bits, phase quantization: 6 bits}.
4. Evaluations for CSI prediction
In this section, evaluations for CSI prediction will be discussed, including AI/ML model description and evaluation results. 
4.1 AI/ML model description
The AI/ML-based CSI prediction is used to predict future CSI based on historic CSI. As shown in Figure 25, the input of the CSI predictor includes k historic channel matrixes which are obtained from the k historic CSI-RS, respectively. The output of the CSI predictor is the predicted channel matrixes at moment of the nearest future CSI-RS. In our simulation, k is set to 4 and a fully-connected network is used. Therefore, the observation window is the latest k=4 observation instances with 5 slots distance to each other, while the prediction window is 1 future slot. The frequency domain size of input/output channel matrix is 1RB in this simulation, after which the subband CSIs to be reported are calculated based on the predicted CSI per RB. 
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[bookmark: _Ref109492202]Figure 25 The structure of AI/ML-based CSI prediction
4.2 Performance comparison with benchmarks
[bookmark: _Toc100742785]This section provides the evaluation results of CSI prediction. In this simulation, the interval of CSI-RS is 5ms and the UE speed is 60km/h. Two baselines are evaluated for comparison, wherein one is sample-and-hold scheme (without CSI prediction) and another is non-AI/ML-based CSI prediction. Auto-regression (AR) method is adopted for non-AI/ML-based CSI prediction. The input/output type of CSI prediction is channel matrix, and SGCS is considered as the performance metric. SGCS is calculated based on the eigenvectors of the first layer decomposed from the predicted channel matrix, and the formula of SGCS calculation is same as the CSI compression sub use case.
Table 18 shows the SGCS performances of the AI/ML-based CSI prediction and the two benchmarks. For AI/ML-based CSI prediction and non-AI/ML-based CSI prediction, SGCS is calculated based on the eigenvectors corresponding to the output of the AI/ML model (i.e., predicted CSI for the target future slot) and the corresponding ground-truth eigenvectors of the same target future slot. For sample-and-hold scheme, SGCS is calculated with the latest non-predicted CSI and the corresponding ground-truth eigenvectors of the target future slot. From the preliminary results, it can be observed that the CSI prediction provides better SGCS performance than both of the two baselines.
[bookmark: _Ref110936191]Table 18 SGCS performance of AI/ML-based CSI prediction and no prediction
	
	Without CSI prediction
Benchmark 1
	Non-AI/ML-based CSI prediction
Benchmark 2
	AI/ML-based CSI prediction

	SGCS
	0.734
	0.829
	0.861
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[bookmark: _Ref126075019][bookmark: _Ref126074875]Figure 26 UPT gain over baseline (left: mean UPT; right: 5% UPT)
Figure 26 shows the UPT performance of the AI/ML-based CSI prediction and two benchmarks, where rank 1 is considered in this evaluation. AI/ML-based CSI prediction can outperform nearest historical CSI with 2.5%-4% gain in terms of mean UPT and with 9%-17% gain in terms of 5% UPT. With the same configuration of the observation window, AI/ML-based CSI prediction can outperform non-AI/ML prediction with 2%-3% gain in terms of mean UPT and with 6%-10% gain in terms of 5% UPT.
Observation 37: For AI/ML-based CSI prediction,
· It outperforms nearest historical CSI with 2.5%-4% gain in terms of mean UPT and with 9%-17% gain in terms of 5% UPT.
· With the same configuration of the observation window, it outperforms non-AI/ML prediction with 2%-3% gain in terms of mean UPT and with 6%-10% gain in terms of 5% UPT.
4.3 Generalization verification over various UE speeds
Table 19 shows the generalization performances over different UE speeds for CSI prediction. Generalization Case 1 assumes the same UE speed (30km/h or 60km/h) for both training and testing; generalization Case 2 assumes different UE speeds for both training and testing (30km/h for training and 60km/h for testing, or vice versa); generalization Case 3 assumes mixed dataset composed of 30km/h and 60km/h for training and either 30km/h or 60km/h is adopted for testing. 
The results show that AI/ML models can provide good performance if the UE speed of the training data is the same as that of the testing data, while the performance becomes worse if the UE speed of the training data is different from that of the testing data, especially for the case where training is performed with low speed but testing is performed with high speed. In addition, the AI/ML model trained by the mixed dataset shows moderate performance on each scenarios of different UE speeds. 
[bookmark: _Ref126075593][bookmark: _Ref126075566]Table 19 Generalization performance over different UE speeds
	Testing
	Training, UE speed

	
	30 km/h
	60 km/h
	mixed

	30 km/h
	0.979
(Case 1)
	 0.924
(Case 2)
	0.97
(Case 3)

	60 km/h
	0.591
 (Case 2)
	0.861
(Case 1)
	0.849
(Case 3)


Observation 38: For generalization of AI/ML-based CSI prediction over UE speeds of 30km/h and 60km/h, 
· AI/ML model trained by low UE speed has poor performance when tested on high UE speed.
· AI/ML model trained by mixed dataset shows moderate performance when tested on each of the UE speeds.
5. Conclusions
According to the discussion, following proposals and observations are provided:
Observation 1: For training Type 2, challenges are observed for both of the two training methods/orders of Case A (Simultaneously train all N Network part models and M UE part models involving all vendors) and Case B (Sequentially train N Network part models and M UE part models in a pairwise manner)
· For Case A, there may be challenges on aligning the training timelines of all involved Network vendors and UE vendors. 
· For Case B, fairness may be harmed for later trained Network-UE pairs where only one side may be able to update parameters during the joint training.
Observation 2: With the same overhead of CSI feedback and in terms of cell average throughput, AI/ML-based CSI compression with spatial-frequency domain CSI as input can outperform Rel-16 Type II codebook with 
· 7%-10.3% gain on rank 1 under full buffer traffic.
· 8.9%-14.8% gain on rank 2 under full buffer traffic.
Observation 3: For the rank=2 case, the 1st layer achieves higher SGCS than that of the 2nd layer as the eigenvectors of the 2nd layer are more sparse, and AI/ML-based CSI compression with spatial-frequency domain CSI as input can achieve more gains over the Rel-16 Type II on the 2nd layer than on the 1st layer.
Observation 4: With the same overhead of CSI feedback and in terms of mean UPT, AI/ML-based CSI compression with spatial-frequency domain CSI as input can outperform Rel-16 Type II codebook with
· 2.2%-2.5% gain on rank 1 under FTP traffic and 50% RU.
· 3.2%-7.8% gain on rank 1 under FTP traffic and 70% RU.
· 4.8%-8.8% gain on rank 1 under FTP traffic and 80% RU. 
· 5.4%-10.1% gain on rank 2 under FTP traffic and 50% RU.
· 7.2%-14.4% gain on rank 2 under FTP traffic and 70% RU.
· 7.5%-14.5% gain on rank 2 under FTP traffic and 80% RU. 
Observation 5: With the same overhead of CSI feedback and in terms of 5% UPT, AI/ML-based CSI compression with spatial-frequency domain CSI as input can outperform Rel-16 Type II codebook with
· 2.2%-7% gain on rank 1 under FTP traffic and 50% RU.
· 6.4%-14.6% gain on rank 1 under FTP traffic and 70% RU.
· 7.1%-16.3% gain on rank 1 under FTP traffic and 80% RU. 
· 4.3%-13.3% gain on rank 2 under FTP traffic and 50% RU.
· 8.1%-18% gain on rank 2 under FTP traffic and 70% RU.
· 9.1%-23.7% gain on rank 2 under FTP traffic and 80% RU. 
Observation 6: AI/ML-based CSI compression with spatial-frequency domain CSI as input can achieve more obvious gains over the Rel-16 Type II codebook on high RU than low RU.
Observation 7: AI/ML-based CSI compression with spatial-frequency domain CSI as input can achieve more obvious gains over the Rel-16 Type II codebook for cell edge UPT than average UPT.
Observation 8: For achieving the same throughput, AI/ML-based CSI compression with spatial-frequency domain CSI as input requires less feedback overhead than Rel-16 Type II codebook, with an overhead reduction of
· 42% in high overhead range and 46% in medium overhead range for rank = 1.
· 48% in high overhead range and 43% in medium overhead range for rank = 2.
Observation 9: With the same overhead of CSI feedback and in terms of cell average throughput, AI/ML-based CSI compression with additional past CSI as input can outperform Rel-16 Type II codebook with 
· 18.3%-25.4% gain on rank 1 under full buffer traffic.
· 23.3%-30.2% gain on rank 2 under full buffer traffic.
Observation 10: With the same overhead of CSI feedback and in terms of mean UPT, AI/ML-based CSI compression on spatial-frequency domain with additional past CSI as input can outperform Rel-16 Type II codebook with
· 7.7%-14.9% gain on rank 1 under FTP traffic and 80% RU. 
· 16.6%-28.6% gain on rank 2 under FTP traffic and 80% RU. 
Observation 11: With the same overhead of CSI feedback and in terms of 5% UPT, AI/ML-based CSI compression on spatial-frequency domain with additional past CSI as input can outperform Rel-16 Type II codebook with
· 10%-28.4% gain on rank 1 under FTP traffic and 80% RU.
· 17%-39.2% gain on rank 2 under FTP traffic and 80% RU.
Observation 12: With the same overhead of CSI feedback and in terms of mean UPT for rank 2, compared to the mean UPT corresponding to the ideal CSI, 
· Rel-16 Type II codebook has 37%/25%/19% margin under the payload size of 80/163/341 bits, respectively.
· AI/ML-based CSI compression with spatial-frequency domain CSI as input has 28%/19%/10% margin under the payload size of 80/163/341 bits, respectively.
· AI/ML-based CSI compression with additional past CSI as input has 19%/13%/5% margin under the payload size of 80/163/341 bits, respectively.
Observation 13: For achieving the same throughput, AI/ML-based CSI compression on spatial-frequency domain with additional past CSI as input requires less feedback overhead than Rel-16 Type II codebook, with an overhead reduction of 
· 73% in high overhead range for rank = 1.
· 70% in high overhead range for rank = 2.
Observation 14: For AI/ML-based CSI compression, compared to the joint training of one Network part model to one UE part model, the SGCS loss of training Type 2 is 1.1%~6.5% for one Network part model to M=3 UE part models with different backbones or different structures.
Observation 15: For AI/ML-based CSI compression, compared to the joint training of one Network part model to one UE part model, the SGCS loss of training Type 2 is 0.1%~2.6% for N=2 Network part models to M=2 UE part models with different structures.
Observation 16: For AI/ML-based CSI compression, there is only minor margin (<0.5%) between the SGCS of the NW first separate training and the SGCS of the joint training if the backbone of UE-side CSI generation part has similar or stronger learning capability than that of NW side CSI generation part.
· This observation applies regardless when the input dataset for the UE side is only a subset of or equal to the input dataset for the NW side.
Observation 17: For separate training, good performance can be achieved by pairing with comparable learning capabilities between NW side model and UE side model, which may be easily aligned by, e.g., sharing the target performance metric of the models in together with the shared dataset.
Observation 18: For AI/ML-based CSI compression, there is only minor margin (<0.5%) between the SGCS of the NW first separate training and the SGCS of the joint training when the separate training considers N>1 Network part models to one common UE part model with a backbone with similar or stronger learning capability than any of the N Network part models.
Observation 19: For AI/ML-based CSI compression, there is minor margin (<1%) between the SGCS of the UE first separate training and the SGCS of the joint training even if the backbone of Network-side CSI reconstruction part has similar or stronger learning capability than that of UE side CSI reconstruction part.
· This observation applies regardless when the dataset for the NW side is only a subset of or equal to the dataset for the UE side.
Observation 20: For an AI/ML model of CSI compression trained under Scenario#A (e.g., InH) dataset but applied to Scenario#B (e.g., UMa/UMi) for inference (i.e., generalization Case 2), its performance may be degraded compared to inference under Scenario#A (i.e., generalization Case 1), but mixing the dataset over the three scenarios for AI/ML model training (i.e., generalization Case 3) is helpful to improve the generalization.
Observation 21: For an AI/ML model of CSI compression trained under Scenario#A (e.g., InH) dataset but applied to Scenario#B (e.g., UMa) for inference, its performance can be improved by applying fine-tuning using a relatively small dataset from Scenario#B.
Observation 22: For generalization of AI/ML-based CSI compression over indoor/outdoor UE distribution ratios, 
· AI/ML model trained by any indoor/outdoor UE distribution ratio shows similar performance on the outdoor testing dataset. 
· With the decrease of the indoor channel ratio for the training dataset, the trained AI/ML model brings decreased performance on the indoor testing dataset.
Observation 23: For generalization of AI/ML-based CSI compression over various TxRU mapping methods including (8,8,2,1,1,2,8) and (2,8,2,1,1,2,8), the AI/ML model trained by the mixed dataset shows moderate performance on each of the TxRU mapping methods.
Observation 24: For scalability of AI/ML-based CSI compression over various CSI payload sizes, the SGCS margin between the payload-specific models and the unified scalable model supporting 4 different CSI payload sizes is less than 1%.
· Adaptation layers in the AI/ML model are used to achieve the scalability.
Observation 25: For scalability of AI/ML-based CSI compression over various antenna port numbers, the SGCS margin between the port-specific models and the unified scalable model supporting 2 different antenna port numbers is less than 0.9%.
· Pre/post processing of padding/truncation is used to achieve the scalability.
Observation 26: For AI/ML-based CSI compression, compared with the training dataset with Float32 format, other high resolution ground-truth CSI quantization methods with lower overhead show minor SGCS loss with remarkable overhead reduction.
· Training dataset quantized by 8 bits scalar quantization has <0.9% SGCS loss but reduces 75% overhead of training dataset delivery.
· Training dataset quantized by Rel-16 Type II CB with new parameters has <0.7% SGCS loss but reduces 96% overhead of training dataset delivery.
Observation 27: For AI/ML-based CSI compression, compared with the training dataset with Float32 format, training dataset quantized by a legacy quantization resolution of PC8 of Rel-16 Type II CB causes significant SGCS loss of around 3% when the CSI payload size is medium and large.
Observation 28: For AI/ML-based CSI compression, quantization non-aware training shows significant performance loss compared to quantization aware training.
Observation 29: For monitoring of AI/ML-based CSI compression based on SGCS gap (Option 1), the monitoring performance is heavily deteriorated if the Rel-16 Type II CB with legacy resolution (e.g., PC8) is adopted for NW side monitoring (Case 1) or proxy CSI reconstruction model is adopted for UE side monitoring (Case 2-1). E.g., for threshold of SGCS gap = 0.01/0.02/0.05, respectively:
· When PC8 is adopted for NW side monitoring, only 8%/21%/67% monitoring accuracy are achieved for the 240 bits CSI payload.
· When proxy CSI reconstruction model is adopted for UE side monitoring, only 15%/31%/76% monitoring accuracy are achieved for the 240 bits CSI payload.
Observation 30: For monitoring of AI/ML-based CSI compression based on SGCS gap (Option 1), introducing higher resolution ground-truth CSI format of Rel-16 Type II CB with new parameters can significantly improve the monitoring accuracy for NW side monitoring (Case 1). E.g., for threshold of SGCS gap = 0.01/0.02/0.05, respectively:
· When 1014 bits high resolution ground-truth CSI is adopted for monitoring, the monitoring accuracy can be improved to 63%/89%/100% for 240 bits CSI payload.
· When 1610 bits high resolution ground-truth CSI is adopted for monitoring, the monitoring accuracy can be improved to 75%/97%/100% for 240 bits CSI payload.
Observation 31: For monitoring of AI/ML-based CSI compression based on binary state (Option 2), the monitoring performance is deteriorated if the Rel-16 Type II CB with legacy resolution (e.g., PC8) is adopted for NW side monitoring (Case 1) or proxy CSI reconstruction model is adopted for UE side monitoring (Case 2-1). E.g., for SGCS threshold = 0.9/0.85, respectively:
· When PC8 is adopted for NW side monitoring, 76%/86% monitoring accuracy are achieved for the 240 bits CSI payload.
· When proxy CSI reconstruction model is adopted for UE side monitoring, 87%/88% monitoring accuracy are achieved for the 240 bits CSI payload.
· Note:  is calculated as compensated SGCS of the proxy model, i.e., , so that the same SGCS threshold  is applied for  and .
Observation 32: For monitoring of AI/ML-based CSI compression based on binary state (Option 2), introducing higher resolution ground-truth CSI format of Rel-16 Type II CB with new parameters can significantly improve the monitoring accuracy for NW side monitoring (Case 1). E.g., for SGCS threshold = 0.9/0.85, respectively:
· When 1014 bits high resolution ground-truth CSI is adopted for monitoring, the monitoring accuracy can be improved to 96%/97% for 240 bits CSI payload.
· When 1610 bits high resolution ground-truth CSI is adopted for monitoring, the monitoring accuracy can be improved to 97%/98% for 240 bits CSI payload.
Observation 33: For the calculation of  for intermediate KPI based monitoring mechanism, both Option 1 (SGCS gap between  and ) and Option 2 (Binary state of  and ) can be applicable to realistic monitoring schemes:
· Option 1 is applicable to varying thresholds during the monitoring.
· Option 2 is applicable to fixed threshold during the monitoring.
Observation 34: For monitoring of AI/ML-based CSI compression at NW side (Case 1) based on higher resolution ground-truth CSI format of Rel-16 Type II CB with new parameters, the monitoring performance is stable at a high accuracy level over different test scenarios (e.g., UMa and InH). E.g., for threshold of SGCS gap = 0.01/0.02/0.05, respectively:
· When 1014 bits high resolution ground-truth CSI is adopted for monitoring, for the 240 bits CSI payload, 70%/89%/100% monitoring accuracy are achieved at InH test dataset and the accuracy variation is +7%/0%/0% compared to the UMa test dataset.
· When 1610 bits high resolution ground-truth CSI is adopted for monitoring, for the 240 bits CSI payload, 80%/98%/100% monitoring accuracy are achieved at InH test dataset and the accuracy variation is +5%/+1%/0% compared to the UMa test dataset.
Observation 35: For monitoring of AI/ML-based CSI compression at NW side (Case 1) based on Rel-16 Type II CB with legacy resolution (e.g., PC8), the monitoring performance varies greatly over different test scenarios (e.g., UMa and InH) and still at a low accuracy level. E.g., for threshold of SGCS gap = 0.01/0.02/0.05, respectively:
· When PC8 is adopted for monitoring, for the 240 bits CSI payload, 19%/40%/76% monitoring accuracy are achieved at InH test dataset and the accuracy variation is 11%/+19%/+9% compared to the UMa test dataset.
Observation 36: For monitoring of AI/ML-based CSI compression based on monitoring Case 2 (UE side monitoring with a proxy model), for a proxy model trained under Scenario#A (e.g., UMa) dataset but applied to Scenario#B (e.g., InH) for monitor (i.e., generalization Case 2), its performance is deteriorated compared to monitoring under Scenario#A (i.e., generalization Case 1). E.g., for threshold of SGCS gap = 0.01/0.02/0.05, respectively:
· When proxy CSI reconstruction model is adopted for monitoring, for the 240 bits CSI payload, only 11%/25%/60% monitoring accuracy are achieved at InH test dataset and the accuracy degradation is -4%/-6%/-16% compared to the UMa test dataset.
Observation 37: For AI/ML-based CSI prediction,
· It outperforms nearest historical CSI with 2.5%-4% gain in terms of mean UPT and with 9%-17% gain in terms of 5% UPT.
· With the same configuration of the observation window, it outperforms non-AI/ML prediction with 2%-3% gain in terms of mean UPT and with 6%-10% gain in terms of 5% UPT.
Observation 38: For generalization of AI/ML-based CSI prediction over UE speeds of 30km/h and 60km/h, 
· AI/ML model trained by low UE speed has poor performance when tested on high UE speed.
· AI/ML model trained by mixed dataset shows moderate performance when tested on each of the UE speeds.

Proposal 1: For the justification of CSI prediction, the modeling of spatial consistency is not necessary since the additional impact of spatial consistency on the variation of small-scale fading (e.g., cluster delay) is negligible under the 5ms CSI feedback periodicity.
Proposal 2: For intermediate KPI based monitoring mechanism for CSI compression, to evaluate the generalization performance of the proxy model (Case 2), generalization Case 1 and generalization Case 2 can be reused:
· Generalization Case 1: The proxy model is trained based on training dataset from one Scenario#A, and then the proxy model is tested on a dataset from the same Scenario#A.
· Generalization Case 2: The proxy model is trained based on training dataset from one Scenario#A, and then the proxy model is tested on the dataset from a different Scenario#B.
· Note: due to imbalanced generalization performance of the actual NW part model and the proxy model, the monitoring accuracy of NW side monitoring may still be robust but it may degrade under UE side monitoring based on proxy model.
Proposal 3: For UE side monitoring of intermediate KPI based on a proxy CSI reconstruction part (Case 2-1),  is calculated as , where   is the direct SGCS between the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI, and  is the fixed compensation value determined at the training phase.
Proposal 4: For the evaluation of training Type 2, analyze the feasibility for the following two cases of N>1 NW part models to M>1 UE part models (i.e., Case 4), and companies to report the training method/order, including the preference and details to achieve
· Case A: Simultaneously train all N Network part models and M UE part models involving all vendors
· Case B: Sequentially train N Network part models and M UE part models in a pairwise manner
· Note: The loss function should be separately generated for N>1 NW part models.
Proposal 5: The boundary between training Type 2 and training Type 3 is whether the information exchange is required in each FP/BP loop or not:
· Type 2 training requires information exchange in each FP/BP loop.
· Type 3 training doesn’t require information exchange in each FP/BP loop.
Proposal 6: If one side is trained first, and the second side is trained afterwards, with forward propagation and backward propagation (e.g., gradients) exchanged across the two sides, it should belong to Type 2 training.
Proposal 7: For AI/ML-based CSI compression, consider the enhanced parameters based on Rel-16 Type II CB to support the NW side data collection with high resolution ground-truth CSI quantization. 
· E.g., L=8, 10, 12, etc.; p=0.75, 0.8, 0.9, etc.; beta = 0.8, 0.9, 1, etc.; reference amplitude = 6 bits, 8 bits, etc.; differential amplitude = 4bits, 6 bits, etc., phase = 6 bits, 8bits, etc.
Proposal 8: For the monitoring of CSI compression at gNB, it is preferable to adopt monitoring Case 1 (NW side monitoring based on ground-truth CSI) rather than monitoring Case 2 (UE side monitoring with a proxy model) with UE report of the outcome, as the proxy model cannot accurately mimic the actual NW part model in case of changed channel environment.
Proposal 9: For AI/ML-based CSI compression, consider the UE report of high resolution ground-truth CSI using Rel-16 Type II CB with new parameters for the monitoring of intermediate KPI at the NW side.
· Example 1: New parameters of Rel-16 Type II CB are {L=10, p=0.9, beta=0.31, reference amplitude: 6 bits, differential amplitude: 4 bits, phase quantization: 6 bits}.
· [bookmark: _GoBack]Example 2: New parameters of Rel-16 Type II CB are {L=12, p=0.8, beta=0.5, reference amplitude: 6 bits, differential amplitude: 4 bits, phase quantization: 6 bits}.
References
[1] [bookmark: _Ref125961805]R1-2304247, “Summary#7 for [112bis-e-R18-AI/ML-02]”, RAN1#112bis-e, e-Meeting, April 17 – 26, 2023.
[2] [bookmark: _Ref126068708][bookmark: _Ref126607019]R1-2304654, “Discussion on AI/ML for CSI feedback enhancement”, RAN1#113, Incheon, Korea, May 22 – 26, 2023.
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