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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction 
In RAN#112 [1], it was agreed to study frequency domain spectrum shaping (FDSS) with spectrum extension (FDSS-SE) and tone reservation (TR) further, including performance of FDSS-SE under different filters and different extension ratios, extension methods of data and DMRS, and receiver operations, to improve coverage performance. In this contribution we show that for given spectral efficiency, the coverage performance of discrete Fourier transform spread orthogonal frequency-domain multiplexing (DFT-s-OFDM) signal can be improved by FDSS-SE and TR.
Specifically, SE provides power improvement due to reduction of the peak-to-average-power ratio (PAPR) and cubic metric (CM). However, since in SE some resource elements (REs) are reserved, which otherwise could have been used for data transmission, the code rate increases and thus results in a larger required signal-to-noise ratio (SNR) to achieve desired decoding performance. This makes the optimal SE ratio for coverage enhancement gain not only vary with the FDSS filter but also vary with modulation and coding scheme (MCS) and resource block (RB) allocation. Additionally, the DMRS and receiver operation are studied with performance evaluation. Moreover, the signaling and configurations to enable FDSS-SE and TR are also discussed.
A set of FFS points were listed in the agreements of RAN1#112, which are also addressed in this contribution:
· Which extensions factor(s) to consider, where extension factor (α) is given by spectrum extension size / Total allocation size.
· Impact of shaping filter on FDSS-SE performance
· How to extend data to spectrum extensions
· How to extend DMRS sequence to spectrum extensions, based on either the existing low PAPR sequence type 1, low PAPR sequence type 2 and enhanced low PAPR sequence type 1 through DFT transformation
· How extension size, RB allocation, transport block, and power allocation is determined
2. Coverage enhancement by FDSS with SE 
2.1 Performance comparison between FDSS with SE and FDSS 
In RAN#112[1], the following non-transparent candidate solution for MPR/PAR reduction is listed:
· Frequency domain spectrum shaping with spectrum extension (FDSS-SE)
FDSS without spectrum extension can be a transparent scheme which is used as a benchmark. In this section, the performance of FDSS-SE where both π/2-BPSK and QPSK modulation are considered is given.
Besides, according to the working assumption in [1], several FDSS filters are mentioned for calibration:
· 3-tap, Pulse shaping filter with (-0.28 1 -0.28) 
· Truncated RRC with parameters (0.5, 0.1667)
The resulting FDSS window from 3-tap filter is:
, ,           (1)
where  means the number of subcarriers. The resulting FDSS window form TRRC (p, q) is defined in [9]. One can see that truncated RRC with parameters (0.5, 0.1667) is sub-optimal for 1/4 extension factor. To verify net gain under other extension factor in section 2.1.4, e.g. 1/9, we also find the suboptimal filters for extension factors of 1/9 by computer search:
TRRC (0.56, 0.47) for 1/9 extension factor
These FDSS filters fulfill the existing RAN4 EVM spectral flatness requirement for  subcarriers[2]. 

2.1.1 [bookmark: _Hlk126604728]Performance evaluation of π/2-BPSK using FDSS with SE
The differences in CM at the 1% of the CDF for π/2-BPSK are contained in Table 1 (for 4 RBs) and Table 7 (for 8 RBs) in Appendix. The baseline used here is π/2-BPSK modulated DFT-s-OFDM without FDSS. π/2-BPSK modulated symbols with FDSS-SE provides only up to 0.2 dB of CM performance gain compared with π/2-BPSK modulated symbols with FDSS. As shown in [2], compared π/2-BPSK modulated DFT-s-OFDM with FDSS w/o extension, π/2-BPSK modulated DFT-s-OFDM with FDSS w/ extension has almost no extra MPR gain. While, spectrum extension could result in severe SNR degradation when the code rate is medium or high, hence, the net gain of π/2-BPSK with FDSS-SE is small even negative compared with π/2-BPSK with FDSS. It is unnecessary to adopt SE for π/2-BPSK modulation. 
Table 1: CM@1e-2 of π/2-BPSK with FDSS-SE or FDSS, compared π/2-BPSK with DFT-s-OFDM without FDSS, under 4 RB allocations.
	FDSS    SE ratio
	0%
	12.5%
	25%
	37.5%

	TRRC (0.5, 0.1667)
	1.13
	1.24
	1.15
	0.46

	3 tap (-0.28, 1, -0.28)
	1.40
	1.47
	1.38
	0.76


Observation 1: FDSS with SE provides small gains for π/2-BPSK compared to π/2-BPSK with FDSS w/o SE. 
Proposal 1: The π/2-BPSK using FDSS with SE is not supported.
2.1.2 Performance comparison of QPSK using FDSS with and w/o SE 
To evaluate the practical transceiver performance, net gain can be defined as the sum of the SNR degradation under the given BLER requirement and the value of improved transmission power measured by MPR, for brevity. This definition of gain is given as  
	
	(2)


where G is the net gain, ∆MPR is the improvement of transmission power measured by MPR, ∆SNR is the SNR degradation under the given BLER requirement. Throughout this work, unless otherwise noted, we take the BLER = 10-1 as the default BLER requirement. For performance calibration, some working assumptions are proposed in [1]:
                  Table 2: simulation parameters in agreement of RAN1 112b
	No spectrum extension
	With spectrum extension

	
#case
	#PRBs
	MCS
	#PRBs before extension
	#PRBs after extension
	MCS
	Spectrum extension factor

	1
	8
	0 
[only QPSK]
	6
	8
	1 
[only QPSK]
	¼

	2
	8
	6
	6
	8
	8
	¼

	3
	40
	2
	30
	40
	3
	¼

	4
	40
	6
	30
	40
	8
	¼

	5
	[6
	3
	4
	6
	5
	1/3]

	6
	[36
	7
	32
	36
	8
	1/9]



Figure 1 and 2 show the net gain of case 3/4 in Table 2 under different FDSS filters, in comparison to QPSK without FDSS. Other simulation parameters can be found in Table 8. One can see that the gain of inband MPR of QPSK under FDSS filters without extension is extremely close to zero, or even negative, while the gains of in-band MPR of QPSK under FDSS filters with extension are 0.8-2dB. It implies that spectrum extension is necessary for QPSK with FDSS filters to achieve improvement gain.
[image: ]
[bookmark: _Ref126145123]Figure 1: Net gain for case 3 under different FDSS filters and 1/4 extension ratio, in comparison to QPSK without FDSS
 [image: ]
Figure 2: Net gain for case 4 under different FDSS filters and 1/4 extension ratio, in comparison to QPSK without FDSS
Observation 2: The net gains of QPSK under FDSS w/o SE are extremely close to zero, or even negative. While the net gains of QPSK under FDSS with extension are significant,0.8-2dB. FDSS should be combined with SE for QPSK to achieve significant coverage gain.

2.1.3 Performance of different SE ratios
In Figure 3, we plot the net gain of QPSK with different FDSS filters for different RB allocations with length of 36 RBs and different MCS. The simulation parameters are given in Table 8. One can see the result that for most edge-band RB allocations, the best extension ratio maximizing the net gain is 1/4, while for inner-band RB allocations, when MCS increases from 0 to 4 and 7, the best extension ratio changes from 1/4 to 1/9, and extension ratio 1/9 shows a significant performance improvement for MCS = 7. The gain gap of extension ratio 1/9 compared to 1/4 becoming larger with the increase of the spectral efficiency is due to the difference of SNR degradation and the stability of MPR performance, which validates the superiority of small extension ratios for medium spectral efficiency. The best extension ratio maximizing the net gain varies for different MCS and positions of RB allocation.
  [image: ][image: ][image: ]
 (a) MCS=0                  (b) MCS=4                    (c) MCS=7
[bookmark: _Ref126223383]Figure 3: Net gain of QPSK with different FDSS filters, SE ratios, RB allocation and MCS with length of 36 RBs
Observation 3: The best extension ratio maximizing net gain for QPSK is different at least for different MCS and positions of RB allocation:
· for inner-band RB allocations, when MCS index exceeds 4, extension ratio 1/9 shows a performance improvement of 0.5 dB at most compared to extension ratio 1/4.

Thus, extension ratios 1/4 and 1/9 should be supported to achieve the best performance for different MCS indexes and RB allocations. Besides, in actual transmission, the MCS is defined in the inband zone. In medium and high MCSs, the 1/9 extension ratio can be used to achieve higher spectral efficiency. 

Proposal 2: Two spectrum extension ratios should be supported which are 1/4 and 1/9. 

2.2 Performance comparison of spectrum extension methods 
Three extension methods have been agreed for studying:
•	Option 1: Symmetric extension 
•	Option 2: Cyclic extension
•	Option 3: Cyclic shift plus symmetric extension.
In fact Option 1 and Option 2 are special cases of Option 3 with specific cyclic shift. Option 3 is proposed in order to optimize the cyclic shift as a function of the number of REs used for data, , and the number REs used for SE,. We found that for QPSK selecting , where  is a rounding operation to the closest integer, provides consistently the best PAPR and CM reduction, which is explained below.
Option 3 in its general formulation is given as 
	
	(3)


where  is a sequence of frequency domain symbols, and  its spectrally-extended version.

This formulation uses a general shift parameter encompassing the other options which correspond to specific values of :
· Option 1 is obtained by selecting . The SE becomes: 
	
	(4)


· Option 2 is obtained by selecting . The SE is then specifically 
	
	(5)




Observation 4: Option 1 and Option 2 are special cases of Option 3 with specific cyclic shift .

For any value of , the original sequence of Fourier coefficient  as shown in Figure 4 is always included in the in-band spectrum up to a cyclic-shift by  symbols; and the left-side excess-band symbols are always the repetition of symbols of the right-side in-band edge; and similarly for the right-side excess band. 
For all options, which corresponds to different shift values L, the definition of SE needs to be known at the receiver. Beside this, it does not change the requirement of the receiver, except of performing the corresponding inverse cyclic shift.  
Observation 5: The choice of  does not change the set of symbols in the in-band and thus does not change the receiver requirement.  



[bookmark: _Ref117966453]Figure 4: Illustration of spectrum-extended data sequence as a function of the shift parameter  with  symbols and =4. 

In fact, any option can be equivalently be implemented as a cyclic extension or symmetric extension:
· Cyclic extension implementation of (1): cyclically shifted  by  then perform cylic extension.
· Symmetric extension implementation of (1): cyclically shifted  by  symbols and then perform symmetrical extension. 

Observation 6: All options can either be implemented as a cyclic extension or symmetric extension.  

While the definition of SE, i.e. the value of , does not change the receiver requirement, it does change the PAPR of the received signal. This is because it changes the phase differences among the DFT-s-OFDM pulses. Indeed, it can be shown that with DFT-s-OFDM using FDSS-SE, the constellation symbols are multiplexed by the set of pulses  where
	
	(6)


with the pulse-shaping filter  
Using Lemma 1 of [6] the phase difference between two neighboring pulses can be shown to be 
	
	(7)


This phase difference influence thee coherent combining of pulses and thus the overall fluctuation of the signal’s envelope.
With Option 1 () and Option 2 () , the phase differences become and  , respectively. This means that with these options the phase difference between neighboring pulses depends of the extension size and is uncontrolled.

With Option 3 and we instead have . In this case the phase difference between neighboring pulses is maintained constant. As a result, consecutive QPSK symbols will always be transmitted with an absolute phase difference of at least , and the signal’s envelope fluctuation would be minimized. 
In Figure 5 and Figure 6, Option 1-3 are compared in term of PAPR and CM for QPSK with FDSS and SE. A total of 8 and 24 RBs for total bandwidth is considered, with different RBs for SE. As it can be seen, the performance difference between these three options can change depending on the configurations. Nevertheless, it can be remarked that Option 1 is always the worst, and Option 3 with an optimized cyclic shift parameter of  provides consistently the best result. 

Observation 7: For FDSS with SE for QPSK, Option 1 always provides the worst performance PAPR and CM, while Option 3 with an optimized shift  always provides the best PAPR and CM reduction. 
[image: ]          [image: ]
(a) PAPR                                   (b) CM
[bookmark: _Ref117966350]Figure 5: PAPR and CM for 8 RBs total bandwidth allocation with 0 to 3 RBs for SE.
[image: ]          [image: ]
[bookmark: _Ref115427028]                 (a) PAPR                                   (b) CM 
[bookmark: _Ref117966351]Figure 6: PAPR and CM for 24 RBs total bandwidth allocation with 0 to 4 RBs for SE.
For practical performance comparison between option 2 and option 3, as shown in Figure 7 and 8, cyclic shift plus symmetric extension (Option 3) has about MPR gain of 0.1-0.2dB compared to symmetric extension (Option 2), which is consistent with the results of the CM. 
[image: ]
Figure 7: MPR comparison between Option 2 and Option 3 using TRRC (0.5,0.1667) and 1/4 extension
[image: ]
Figure 8: MPR comparison between Option 2 and Option 3 using TRRC (0.5,0.1667) and 1/3 extension

Moreover, the Option 1, 2, and 3 all have to copy a portion of initial DFT coefficients with the same length to obtain extended DFT coefficients, except that the location of copied portion is different. Thus, the implementation complexities of Option 1, 2, and 3 are similar and do not have significant difference.
[bookmark: _Hlk134188515]Proposal 3: Cyclic shift plus symmetric extension should be supported.   
 
2.3 DMRS scheme and performance evaluation 
2.3.1 DMRS scheme and signal processing description
The generation of low PAPR sequence type 1 and low PAPR sequence type 2 are specified in [3]. Specifically, when DMRS length is larger than 24, ZC sequence is used as low PAPR sequence type 1 and pi/2-BPSK modulated gold sequence is used as low PAPR sequence type 2. When DMRS length is 6/12/18/24, QPSK modulated CGS (computer generated sequence) is used as low PAPR sequence type 1, pi/2-BPSK modulated CGS is used as low PAPR sequence type 2 when DMRS length is 12/18/24 and 8PSK modulated CGS is used as low PAPR sequence type 2 when DMRS length is 6.
In RAN#112bis-e[10], it’s agreed that whether and which optimizations to Rel-15 and/or Rel-16 DMRS will be further studied. In fact, in RAN#112[1], the following DMRS solutions are proposed:
When the DMRS sequence length before extension of the sequence, if any, is larger than or equal to 30:
Approach A1: Type 1 DMRS is generated considering the number of PRBs in the inband and extension is performed. 
In particular, for ZC sequence, x(n) is generated for length (which is the largest prime number and less than , where  is the inband+extension length), the final DMRS sequence is generated as follows:
                            (8)
Approach A2: Type 2 DMRS is generated considering the number of PRBs in the inband and extension is performed. 
Approach B1: Type 1 DMRS is generated considering the number of PRBs in the inband + extension.
Approach B2: Type 2 DMRS is generated considering the number of PRBs in the inband + extension.
When the DMRS sequence length before extension of the sequence, if any, is less than 30:
Approach A1: The sequence is obtained by DFT transformation of an existing DMRS sequence, e.g., Type 1 DMRS sequence considering the number of PRBs in the inband and extension is performed.
Approach A2: Type 1/2 DMRS is generated considering the number of PRBs in the inband and extension is performed. 
Approach B: Type 1/2 DMRS is generated considering the number of PRBs in the inband + extension.
As discussed in [2], extension method including the following two options:
Option b: A DMRS sequence is generated considering the number of PRBs in the inband (no extension). The sequence length depends on the number of PRBs in the inband. The sequence is then cyclically extended to span the PRBs in the extension.
Assume the inband length is , extended length is . In option 1-c/2-c, initial DMRS sequence of length  is generated, then the final DMRS sequence is generated as follows:                                                        (9)
Option c: DMRS sequence is generated considering the number of PRBs in the inband (no extension). The sequence length depends on the number of PRBs in the inband. DMRS extension is applied similar to data to span the PRBs in the extension.
It should be noted that option b and option c are the same except for ZC sequence in approach A1. For ZC sequence, in option b, ZC sequence x(n) of length  is generated., one extended part will have a size of , while the other will have a size of .
2.3.2 [bookmark: _Hlk117960088]Comparison of extended ZC and low PAPR sequence 
The PAPR/CM of the DMRS sequence needs to be less than or equal to the PAPR/CM of the data symbol. When inband length is larger than or equal to 30, as shown in [7], PAPR of pi/2-BPSK modulated data is already less than QPSK modulated data with FDSS w/ spectrum extension. it seems that there is no need to extend Type 2 DMRS sequence. However, DFT transformation is used during the generation of Type 2 DMRS sequence, where DFT size should be a multiple of , where [a, b, c] are non-negative integers. The inband+extension length may not meet the requirement of , if spectrum extension is not used for Type 2 DMRS sequence, the sequence length should be truncated to be a multiple of , which will affect the channel estimation accuracy. Thus, approach A2 is suitable for Type 2 DMRS sequence.
As shown in Figure 9, approach A1 with option c will break the symmetrical properties, which results in high CM value. Thus, approach A1 with option b is the only available choice for ZC sequence to meet the requirements of the PAPR/CM.
      [image: ]
Figure 9: CM performance of Type 1 DMRS sequence with different approaches and options
Observation 8: When inband length is larger than or equals to 30, approach A1(Type 1 DMRS) with option b and approach A2(Type 2 DMRS) with option b are available considering the requirement of PAPR/CM and DFT size limit.

In addition to PAPR/CM performance, channel estimation accuracy is also important, which affects data demodulation performance. As shown in figure 10/21/22/23/24, net gains of case 1/2/3/4/6 with Type 1 DMRS and Type 2 DMRS are given. Note that extension methods don’t affect the channel estimation accuracy, only option b is used for comparing demodulation performance. Simulation parameters can be found in Table 8. When FDSS w/o extension is performed, Type 1 DMRS without extension is sufficient considering both PAPR/CM and channel estimation accuracy. It should be noted that MPR performance considers only data symbols. One can see that net gains of data with Type 1 DMRS and Type 2 DMRS are very similar when Wiener is adopted as channel estimation method, which means Type 1 DMRS and Type 2 DMRS have very similar estimation accuracy.
Type 2 DMRS uses gold sequence when length is larger than 30, the initialization of gold sequence depends on current slot number and the OFDM symbol index of the DMRS sequence. However, the gold sequence has non-constant amplitude in frequency domain, which causes the autocorrelation matrix of gold sequence to change in real time. Therefore, 40 sets of Wiener interpolation matrices need to be stored considering that SCS equals to 30kHz, which increases the storage complexity.
Considering the storage complexity of Wiener filtering, DFT based channel estimation with lower complexity can be used. When DFT based channel estimation is adopted, as mentioned in [2], data with Type 1 DMRS outperforms data with Type 2 DMRS, 1-3dB gap can be found. 
 
[image: ]
Figure 10: net gain of case 1 with different DMRS solutions

Observation 9: When DFT based channel estimation is adopted, Approach A1(Type 1 DMRS) with option b has better demodulation performance than approach A2(Type 2 DMRS) with option b, 1-3 dB gap can be observed.

Observation 10: When Wiener filter is adopted, Approach A1(Type 1 DMRS) with option b has similar demodulation performance to approach A2(Type 2 DMRS) with option b.


In order to get a comprehensive view of all the long sequence approaches, the following table lists the advantages and disadvantages of all the approaches. It should be note that approach A1 and approach B1 use ZC sequences with constant amplitude, so their channel estimation performance is optimal. One can see that approach A1 with option b is the most appropriate.
                       
                     Table 3: summary for long DMRS sequence approaches
	
	Fulfill PAPR/CM requirement
	Total PRB size restricted by existing DFT size limitation
	Demodulation performance loss compared to approach A1 with option b (Wiener based)
	Demodulation performance loss compared to approach A1 with option b (DFT based)

	Approach A1 with option b
	YES
	NO 
	NO
	NO

	Approach A1 with option c
	NO
	NO 
	NO
	NO

	Approach A2 with option b/c
	YES
	YES
	NO (additional storage complexity)
	YES, 1-3dB gap

	Approach B1
	NO
	NO
	NO
	NO

	Approach B2
	YES
	NO
	NO (additional storage complexity)
	YES, 1-3dB gap




Proposal 4: When inband length is larger than or equal to 30, adopt approach A1(Type 1 DMRS) with option b, where A DMRS sequence is generated considering the number of PRBs in the inband (no extension). The sequence length depends on the number of PRBs in the inband. The sequence is then cyclically extended to span the PRBs in the extension.


2.3.3 Comparison of short DMRS sequence
When inband DMRS length is less than 30, Type 1 DMRS is generated by QPSK modulated sequence, FDSS or FDSS w/ extension will destroy the low PAPR characteristic. In Figure 11, the CM performance of Type 1 DMRS with FDSS and FDSS w/ extension is provided. To estimate channel information more accurately, DMRS and data need to pass through the same FDSS. Wwhen the inband+extension length equals to 18, no matter whether a 3-tap filter or a 3-tap filter with 1/3 extension is used, the CM of Type 1 DMRS increases after FDSS or FDSS w/ extension is performed. 
 [image: ]
[bookmark: _Ref117964679]Figure 11: CM performance of Type 1 DMRS with FDSS and FDSS w/ extension. 
When inband length is less than 24, Type 2 DMRS is generated based on 8PSK (when length equals to 6) modulated sequence and pi/2-BPSK (when length is larger than 6) modulated sequence. As shown in Figure 12, one can see both approach A2 (Type 2 DMRS) and approach B (Type 2 DMRS) outperforms data with FDSS w/ extension.
 [image: ]
[bookmark: _Ref117964697]Figure 12: CM performance of low PAPR sequence type 2 with FDSS and FDSS w/ extension 
In Figure 13, we plot the CM performance of approach A1 with FDSS and FDSS w/ extension. One can see that their CM performance using FDSS w/ extension is very close. In fact, when inband length is 6/12/18/24, the low PAPR sequence type 1 is QPSK modulated sequence in frequency domain, DFT transformation makes the enhanced low PAPR sequence type 1 undergoes the same waveform of data, which result in a similar CM performance. Compared to Type 1 DMRS, approach A1 only need DFT transformation which has minor specification change. Besides, because DMRS sequences can be generated in advance, DFT transformation does not increase computational complexity.
[image: ]
Figure 13: CM performance of approach A1 with FDSS and FDSS w/ extension
Observation 11: When inband length is less than 30, approach A1 with option b (DFT transformation of Type 1 DMRS), approach A2(Type 2 DMRS) with option b and approach B (Type 2 DMRS) are available considering the requirement of PAPR/CM.

In the previous meeting, some companies argued that PAPR/CM cannot directly reflect the MPR value. To check whether the DMRS is the bottleneck of the MPR, MPR comparison of Type 1 and Type 2 DMRS under different PUSCH symbol allocation is given in Figure 14. As discussed before, when DMRS length is shorter than 30, the CM of Type 1 DMRS increases after FDSS or FDSS w/ extension is performed, which means Type 1 DMRS may be bottleneck of MPR. When 14 PUSCH symbols are scheduled (2 DMRS symbols), very similar MPR performance between Type 1 and Type 2 DMRS can be observed. The performance gap between Type 1 and Type 2 DMRS becomes larger when only 2 PUSCH symbols are scheduled (one DMRS symbol), 0.3dB gap in most RB start positions, more than 0.5dB in certain RB start positions. The main reason for this phenomenon is that RAN4 requirements are applied over all transmitted symbols, when the DMRS occupies a small number of PUSCH symbols, the MPR is mainly determined by data. Otherwise, the DMRS may become the bottleneck of MPR.
[image: ][image: ]
        (a) 2 PUSCH symbols             (b) 14 PUSCH symbols 
Figure 14: MPR comparison of Type 1 and Type 2 DMRS under different PUSCH symbol allocation

Observation 12: The impact of DMRS symbols on MPR depends on the ratio of number of DMRS symbols and total number of PUSCH symbols.

Comparison of Demodulation performance of candidate sequences
In Figure 15, net gain of case 5 with Type 2 DMRS and DFT transformation of Type 1 DMRS is plotted. Simulation parameters can be found in Table 13. Note that extension methods don’t affect the channel estimation accuracy, only option b is used for comparing demodulation performance. When FDSS w/o extension is performed, Type 1 DMRS without extension is sufficient considering both PAPR/CM and channel estimation accuracy. One can see that demodulation performance of Type 2 DMRS and DFT transformation of Type 1 DMRS is very similar. 
[image: ]
Figure 15: net gain of case 5 with different DMRS solutions
When DFT based channel estimation is adopted, as mentioned in [2], data with approach A1 outperforms data with approach A2(Type 2 DMRS), about 0.3dB gap can be found. Besides, some short DMRS sequences have zero elements in frequency domain, and special processing must be performed on the receiver side. For example, the channel estimation value on the zero element is obtained by interpolation of the channel estimation value on the elements adjacent to the zero element, which increases computational complexity. In Table 4, the number of sequences containing zero elements in Type 2 DMRS and DFT transformation of Type 1 DMRS of different lengths have been counted. It can be found that the number of zero elements in Type 2 DMRS is much greater than that in DFT transformation of Type 1 DMRS.
Table 4: number of sequences containing zero elements in Type 2 DMRS and DFT transformation of Type 1 DMRS
	DMRS length
	DFT transformation of Type 1 DMRS
	Type 2 DMRS

	6
	3
	1

	12
	4
	10

	18
	1
	0

	24
	1	
	7



Observation 13: When DFT based channel estimation is adopted, Approach A1(DFT transformation of Type 1 DMRS) has better demodulation performance compared to approach A2(Type 2 DMRS) and approach B (Type 2 DMRS), 0.3 dB gain can be observed. 

Observation 14: When Wiener filter is adopted, Approach A1 has similar demodulation performance to approach A2(Type 2 DMRS) and approach B (Type 2 DMRS). 

Observation 15: approach A2(Type 2 DMRS) and approach B (Type 2 DMRS) have more numbers of sequences containing zero elements in frequency domain than Approach A1(DFT transformation of Type 1 DMRS), which increases computational complexity.


[bookmark: _Hlk126315511] Comparison of correlation performance of candidate sequences
In addition to the channel estimation performance, the cross-correlation performance between sequences is also important, which determines the interference level between different cells. Assume two sequence  and , the cross-correlation value of these two sequences are:
                                              (10)
The larger the , the larger the interference level. Figure 16 gives the CDF of cross-correlation values of the above three approaches. One can see that cross-correlation performance of approach A1 and approach B (Type 2 DMRS) are the best. 
[image: ]
Figure 16: Cross-correlation performance of three candidate sequences
The cross-correlation performance determines the DMRS interference level between different cells, and the auto-correlation performance determines the interference level of multi-user code division multiplexing in the same cell.  Assume , ,where  presents the orthogonal cover code, the auto-correlation value of a is calculated as follows:
                     (11)
The larger the , the larger the interference level. Figure 17 gives the CDF of autocorrelation values of the above three DMRS solutions. The autocorrelation performance of approach A1 and approach A2(Type 2 DMRS) is the best among the three approaches. But one can see that there exist some sequences in approach A2(Type 2 DMRS) with poor autocorrelation performance, which could cause pilot pollution, then reduces the system throughput. 
  [image: ]
Figure 17: auto-correlation performance of three candidate sequences 
Observation 16: Approach A1(DFT transformation of Type 1 DMRS) has better cross-correlation and autocorrelation performance than approach A2（Type2 DMRS）and better auto-correlation performance than approach B (Type 2 DMRS).

In order to get a comprehensive view of all the short sequence approaches, the following table lists the advantages and disadvantages of all the approaches. It should be noted that demodulation and correlation performance of approach A1 is chosen as baseline as it has the optimal demodulation and correlation performance among the three approaches above. The correlation performance is not compared for approaches that do not meet the PAPR/CM requirements. One can see that approach A1 with option b/c is the most appropriate.

                   Table 5: summary for short DMRS sequence approaches
	
	Fulfill PAPR/CM requirement
	Total PRB size restricted by existing DFT size limitation
	Demodulation performance loss compared to approach A1 with option b/c
	Cross-correlation performance compared to approach A1 with option b/c 
	Auto-correlation performance compared to approach A1 with option b/c

	Approach A1 with option b/c
	YES
	NO
	NO
	Same
	Same

	Approach A2 (Type 1 DMRS) with option b/c
	NO
	NO
	
	
	

	Approach A2 (Type 2 DMRS) with option b/c
	YES
	NO
	NO (Wiener based), YES (DFT based, 0.3 dB gap)  
	Worse
	Worse 

	Approach B (Type 1 DMRS)
	NO
	NO
	
	
	

	Approach B (Type 2 DMRS)
	YES
	YES
	NO (Wiener based), YES (DFT based, 0.3 dB gap)  
	Similar
	Worse 



Proposal 5: When inband length is less than 30, adopt approach A1 with option b/c.

2.4 Signaling and configurations to enable FDSS with SE 
Different UEs may have different FDSS capability, including supporting FDSS or not. To enable scheduling of a UE with FDSS and SE, the information of UE capability should be reported to the gNB. Moreover, to decode the received signal, the SE ratio, the SE shift and possibly also the FDSS filter needs to be known by the gNB. 
The results herein have shown that the coverage enhancement gain depends on the FDSS filter. If FDSS filters are specified, parameters such as SE ratio and SE shift could either be pre-defined or be signaled from the gNB to the UE. However, if the FDSS filter is not specified, the gNB cannot determine the best values of SE ratio or SE shift, and could therefore not guarantee that there is any coverage enhancement gain. In that case, the UE needs to signal to the gNB some preferred values of, e.g., the SE ratio or SE shift, or its FDSS filter.
By having pre-defined values of SE ratio and SE shift no signaling is required, but on the other hand, the values may depend on MCS, PRB allocation etc, resulting in plenty of combinations. For the best performance improvement, it is suitable for UEs to use different filters, SE ratios and SE shifting. Thus, it may be beneficial to let gNB to dynamically indicate the filter and its SE ratio by jointly considering UE’s FDSS capability, system resource usage, channel state information, and transmission configuration. 
Observation 17: The UE needs to report the FDSS capability to gNB.  
Observation 18: Additional information such as SE ratio, SE shift and FDSS filter can either be pre-defined or be dynamically signaled from the gNB to the UE. If FDSS filter is not specified, the UE may also need to signal preferred values of SE ratio and SE shift to the gNB, or its FDSS filter. 

2.4.1 Resource block indication
· FDRA signaling 
In terms of frequency resource indication signaling, it is important to minimize the specification impact by preserving legacy operations as much as possible. Based on this motivation, there are mainly two methods to indicate the resource allocation and usage in frequency domain.  
The first method is that indicate the RB allocation of non-extension spectrum  and SE ratio  at the same time, as illustrated in Figure 18, where UEs can find the location of extension spectrum by pre-defined spectrum extension method and the computed extension spectrum length. 
[image: ]
[bookmark: _Ref117961250]Figure 18: Illustration of first method regarding frequency resource allocation indication and usage.
[bookmark: _Hlk117881636]The second method is that indicate the RB allocation of total spectrum after extension (non-extension spectrum and extension spectrum)  and SE ratio  at the same time, as illustrated in Figure 19, where UEs can find the location of non-extension spectrum and extension spectrum by pre-defined spectrum extension method and the computed non-extension spectrum length. 
[image: ]
[bookmark: _Ref117961269]Figure 19: Illustration of second method regarding frequency resource allocation indication and usage.
Both methods are based on the legacy frequency resource indication signaling and a new SE ratio indication signaling, and rely on computation results between these two signaled values. 
· RB allocation usage in data signal generation 
Although, there are the similar signaling cost and computing complexity between above two methods, their implementation complexity to determine the RB of non-extension spectrum and extension spectrum are different due to following specifications. 
· First, the number DFT precoded symbols is required to be a multiple of , where [a, b, c] are non-negative integers.  
· Second, the number of RBs used in the formula of computing transport block size is restricted to be an integer.
Based on above restrictions, the number of RBs of non-extension spectrum should be an integer that can be expressed as multiple of , where [a, b, c] are integers ≥ 0. 
Observation 19: In the first method, the number of allocated RB should be the multiple of , where [a, b, c] are integers ≥ 0. In the second method, the number of allocated RB whether could guarantee that the number of RB for non-extension spectrum is the multiple of , is closely associated with the using SE ratio. Moreover, it seems no need to restrict the starting RB of the allocation.  
· Rounding operation 
In the first method, BS can indicate the suitable number of RB for non-extension spectrum  directly but the total RB could require extra operation, such as
· UEs obtain the number of RB for total spectrum by ceiling the computed value towards the next full RB, where the computed value equals to the quotient between allocated RB and (1-), i.e., .
In the second method, BS can indicate the suitable number of total RB to guarantee the computed number of RB for non-extension spectrum to satisfy above restrictions. Otherwise, UEs perform following operation:
· [bookmark: _Hlk117937694]UEs take the largest integer that can be expressed as multiple of  and is below the computed value as the number of RB for non-extension spectrum, where [a, b, c] are integers ≥ 0 and the computed value equals to the product between allocated RB and (1-), i.e., . 
· UEs take the integer that can be expressed as multiple of  and is closest to the computed value as the number of RB for non-extension spectrum, where [a, b, c] are integers ≥ 0 and the computed value equals to the product between allocated RB and (1-), i.e., . 
Comparing above two methods, one can find that the first method has a less complexity than the second method.
Observation 20: RB allocation of non-extension spectrum and spectrum extension ratio is more suitable than the second method due to less complexity. 
· TBS calculation 
With the number of PRBs in the inband and the indicated MCS, UE can compute the transport block size directly according to computation procedure in 6.1.4.2 of current specification 38.214, where the MCS is indicated from the standard MCS tables. Then, after channel coding, modulation, and DFT operation, UE can readily extend the DFT coefficients of modulated data into all REs of total spectrum after extension and further process it to generate signal for transmission.

[bookmark: _Hlk134534744]Proposal 6: The gNB should indicate the number of PRBs in the inband, the spectrum extension ratio, the MCS index to UEs. 
· The number of PRBs in the inband, and the spectrum extension ratio should be used to compute the total number of PRBs used in one PUSCH transmission.
· The MCS index is in the MCS tables of current specification.
· The number of PRBs in the inband, and the MCS index should be used to compute transport block size.
 

2.4.2 Power control 

[bookmark: _Hlk134211602]According to the power control formula in current spec., the transmit power is computed by the bandwidth of the PUSCH resource assignment expressed in number of resource blocks, whose details is in Appendix C. When FDRA indicates the number of PRBs in the inband, the bandwidth of the PUSCH resource assignment is the number of PRBs in the inband. Using the number of PRBs in the inband to compute transmit power would reduce the achievable net gain when the computed power is below the maximum transmission power. Because, the extension RBs are not used in power control formula, which reduces the computed transmit power. And, the extension RBs occupy a part of computed transmit power, which reduces the power density of RE. Both two factors degrade net gain, and the first is main factor. Clearly, the power loss due to using inband RB number to compute power increases with SE ratio. For example, when SE ratio is 1/4, the power loss can be up to 1.25 dB, when SE ratio is 1/9, the power loss can be up to 0.51 dB. The power loss really reduces the performance gain of FDSS-SE, and should be considered carefully. 

Observation 21: The power density over RE would reduce due to using inband RB number in power control formula, this reduction is closely related with SE ratio and filter shape, i.e., large SE ratio and flat filter would result in large reduction. This reduction would degrade the coverage performance if the maximum transmission power is not achieved. 

[bookmark: _Hlk134540116]When use the total number of PRBs in the inband and extension spectrum to compute transmit power, the power density of most REs in the inband would exceed the expected power density by gNB. It destroys the interference controlling scheme of gNBs and reduces throughput. This excess power density increases with the sharpness of transition band of filters, which means a larger damage of performance. For example, for very sharp filter, when SE ratio is 1/4, the excess power density of REs in the inband is approximately up to 1.25 dB, when SE ratio is 1/9, the excess power density of REs in the inband is approximately up to 0.51 dB. The excess power density destroys the interference controlling scheme of gNBs, it should be considered carefully.

Observation 22: The power density over RE in the inband would exceed the expected power density by gNB due to using total RB number in power control formula, it destroys the interference controlling scheme of gNBs and reduces throughput. The destruction of excess power density increases with the increase of sharpness of filter transition band.

To avoid the disadvantages of above two methods, firstly use the number of PRBs in the inband in power control formula to compute the power of data in inband, and then use the computed power of inband and the ratio of power occupied by inband and extension PRBs to compute the power of data in extended spectrum, where the power ratio can be obtained by the estimated filter coefficients or UE capability reporting. The filter coefficients can be estimated by an average of multiple channel estimates from DMRS located at the same REs. With this method, the power density of REs in the inband is flatter and closer to an expected power density by gNBs, which is benefit to achieving higher power control accuracy.

Under above three power control methods, the comparison of power density of REs in the power control formula and the practical transmission is illustrated in Figure 20.
[image: ]
a) Illustration of power density of REs when the total number of inband RBs and extension RBs is used in power control formula.
[image: ]
b) Illustration of power density of REs when the number of inband RBs is used in power control formula.
[image: ]
[bookmark: _Hlk134543451]c) Illustration of power density of Res computed by power control formula and used in one practical transmission where the number of inband RBs is used in power control formula to compute the power of data in inband, the computed power of data in inband and the ratio of power occupied by inband and extension PRBs are used to compute the power for spectrum extension. It enables a higher accuracy of power control, i.e., the power density of REs in the inband is flatter and closer to an expected power density by gNBs.
[bookmark: _Ref115428963][bookmark: _Ref114923191]Figure 20: Illustration of power density over REs computed by power control formula and used in one practical transmission.
 
Proposal 7: To satisfy the expectation of power density over REs by gNBs and achieve the net gain, the power control of FDSS-SE should be performed in following two steps 
· The number of PRBs in the inband should be used in power control formula to compute the power of data in inband firstly.
· Then use the computed power of inband and the ratio of power occupied by inband and extension PRBs to compute the power of data in extended spectrum. 

 
3. Coverage enhancement by tone reservation 
As illustrated in [2], the principle of tone reservation aims to use the peak reduction tones (PRT) to construct a compensating waveform. This compensating waveform is constructed by identifying peaks to cancel in the original waveform. The compensating waveform only uses the PRTs and thus leaves the data tones unaltered. One well known algorithm to obtain the compensating waveform is by J. Tellado [10] that iteratively cancels the peaks in the original waveform. 
Some important observations have been given in [2]:
· To achieve the same PAPR/CM performance, sideband tone reservation size is proportional to the length of the data subcarrier.
· The number of PRT depends on MCS
· PRT patterns of unequal numbers of PRT on two sides can optimize PAPR/CM performance and spectrum resource utilization.
To prevent signals on the PRT from affecting other users, the base station needs to notify the UE of the actually used PRT resources or the maximum available PRT resources.

Observation 23: The gNodeB should indicate the actually used PRT resources or the maximum available PRT resources to UE.

As mentioned before, the PAPR/CM of the DMRS needs to be less than or equal to the PAPR/CM of the data symbol. Hence, PRTs should be added to DMRS symbols. As shown in [2], Type 2 DMRS can meet the requirement of PAPR/CM with or without PRT, while Type 1 DMRS can only meet the requirement of PAPR/CM with PRT.

Observation 24: When low PAPR sequence type 2 is adopted, there is no need to add PRTs to DMRS symbols.
Observation 25: When low PAPR sequence type 1 or enhanced low PAPR type 1 is adopted, PRTs should be added to DMRS symbols.

In order to have more intuitive performance comparisons between TR and FDSS with SE, the coverage enhancement gain of TR is given in Table 6 and the maximum coverage enhancement gain of FDSS with SE under different code rates and extension ratios is given in Table 9. The simulation parameters are given in Table 10 except channel estimation algorithm. DFT based channel estimation is used in this section. The maximum coverage enhancement gain under a certain extension ratio is obtained by traversing the three FDSSs given in section 2.1. Considering that the additional power consumed by PRT is only 0.1~0.2 dB, the total transmission power of TR and FDSS with SE should be aligned for a fair comparison. For any code rate and extension ratio, FDSS-SE outperforms TR with a maximum gap of 1.18 dB.
Table 6: Coverage enhancement gain[dB] of QPSK with TR under different code rates and SE ratios.
	           SE ratio
Code rate  
	1/8
	1/4
	3/8

	1/16
	0.65
	0.81
	1.25

	1/8
	0.32
	0.63
	1.08

	1/6
	0.26
	0.55
	1.28

	1/4
	0.15
	0.41
	0.70

	1/3
	0.19
	0.27
	0.34

	1/2
	-0.05
	-0.32
	-0.67

	0.64
	-0.41
	-1.13
	N/A


Due to the inferior performance, TR should have lower priority than FDSS with SE.
Proposal 8: Tone reservation should be deprioritized.


4. Conclusions
Based on the discussions above, the following proposals are made.
Observation 1: FDSS with SE provides small gains for π/2-BPSK compared to π/2-BPSK with FDSS w/o SE. 
Observation 2: The net gains of QPSK under FDSS w/o SE are extremely close to zero, or even negative. While the net gains of QPSK under FDSS with extension are significant,0.8-2dB. FDSS should be combined with SE for QPSK to achieve significant coverage gain.
Observation 3: The best extension ratio maximizing net gain for QPSK is different at least for different MCS and positions of RB allocation:
· for inner-band RB allocations, when MCS index exceeds 4, extension ratio 1/9 shows a performance improvement of 0.5 dB at most compared to extension ratio 1/4.
Observation 4: Option 1 and Option 2 are special cases of Option 3 with specific cyclic shift .
Observation 5: The choice of  does not change the set of symbols in the in-band and thus does not change the receiver requirement.  
Observation 6: All options can either be implemented as a cyclic extension or symmetric extension.  
Observation 7: For FDSS with SE for QPSK, Option 1 always provides the worst performance PAPR and CM, while Option 3 with an optimized shift  always provides the best PAPR and CM reduction. 
Observation 8: When inband length is larger than or equals to 30, approach A1(Type 1 DMRS) with option b and approach A2(Type 2 DMRS) with option b are available considering the requirement of PAPR/CM and DFT size limit.
Observation 9: When DFT based channel estimation is adopted, Approach A1(Type 1 DMRS) with option b has better demodulation performance than approach A2(Type 2 DMRS) with option b, 1-3 dB gap can be observed.
Observation 10: When Wiener filter is adopted, Approach A1(Type 1 DMRS) with option b has similar demodulation performance to approach A2(Type 2 DMRS) with option b.
Observation 11: When inband length is less than 30, approach A1 with option b (DFT transformation of Type 1 DMRS), approach A2(Type 2 DMRS) with option b and approach B (Type 2 DMRS) are available considering the requirement of PAPR/CM.
Observation 12: The impact of DMRS symbols on MPR depends on the ratio of number of DMRS symbols and total number of PUSCH symbols.
Observation 13: When DFT based channel estimation is adopted, Approach A1(DFT transformation of Type 1 DMRS) has better demodulation performance compared to approach A2(Type 2 DMRS) and approach B (Type 2 DMRS), 0.3 dB gain can be observed. 
Observation 14: When Wiener filter is adopted, Approach A1 has similar demodulation performance to approach A2(Type 2 DMRS) and approach B (Type 2 DMRS). 
Observation 15: approach A2(Type 2 DMRS) and approach B (Type 2 DMRS) have more numbers of sequences containing zero elements in frequency domain than Approach A1(DFT transformation of Type 1 DMRS), which increases computational complexity.
Observation 16: Approach A1(DFT transformation of Type 1 DMRS) has better cross-correlation and autocorrelation performance than approach A2（Type2 DMRS）and better auto-correlation performance than approach B (Type 2 DMRS).
Observation 17: The UE needs to report the FDSS capability to gNB.  
Observation 18: Additional information such as SE ratio, SE shift and FDSS filter can either be pre-defined or be dynamically signaled from the gNB to the UE. If FDSS filter is not specified, the UE may also need to signal preferred values of SE ratio and SE shift to the gNB, or its FDSS filter. 
Observation 19: In the first method, the number of allocated RB should be the multiple of , where [a, b, c] are integers ≥ 0. In the second method, the number of allocated RB whether could guarantee that the number of RB for non-extension spectrum is the multiple of , is closely associated with the using SE ratio. Moreover, it seems no need to restrict the starting RB of the allocation.
Observation 20: RB allocation of non-extension spectrum and spectrum extension ratio is more suitable than the second method due to less complexity.
Observation 21: The power density over RE would reduce due to using inband RB number in power control formula, this reduction is closely related with SE ratio and filter shape, i.e., large SE ratio and flat filter would result in large reduction. This reduction would degrade the coverage performance if the maximum transmission power is not achieved.
Observation 22: The power density over RE in the inband would exceed the expected power density by gNB due to using total RB number in power control formula, it destroys the interference controlling scheme of gNBs and reduces throughput. The destruction of excess power density increases with the increase of sharpness of filter transition band.
Observation 23: The gNodeB should indicate the actually used PRT resources or the maximum available PRT resources to UE.
Observation 24: When low PAPR sequence type 2 is adopted, there is no need to add PRTs to DMRS symbols.
Observation 25: When low PAPR sequence type 1 or enhanced low PAPR type 1 is adopted, PRTs should be added to DMRS symbols.

Proposal 1: The π/2-BPSK using FDSS with SE is not supported.
Proposal 2: Two spectrum extension ratios should be supported which are 1/4 and 1/9. 
Proposal 3: Cyclic shift plus symmetric extension should be supported.  
Proposal 4: When inband length is larger than or equal to 30, adopt approach A1(Type 1 DMRS) with option b, where A DMRS sequence is generated considering the number of PRBs in the inband (no extension). The sequence length depends on the number of PRBs in the inband. The sequence is then cyclically extended to span the PRBs in the extension.
Proposal 5: When inband length is less than 30, adopt approach A1 with option b/c.
Proposal 6: The gNB should indicate the number of PRBs in the inband, the spectrum extension ratio, the MCS index to UEs. 
· The number of PRBs in the inband, and the spectrum extension ratio should be used to compute the total number of PRBs used in one PUSCH transmission.
· The MCS index is in the MCS tables of current specification.
· The number of PRBs in the inband, and the MCS index should be used to compute transport block size.
   
Proposal 7: To satisfy the expectation of power density over REs by gNBs and achieve the net gain, the power control of FDSS-SE should be performed in following two steps 
· The number of PRBs in the inband should be used in power control formula to compute the power of data in inband firstly.
· Then use the computed power of inband and the ratio of power occupied by inband and extension PRBs to compute the power of data in extended spectrum. 

Proposal 8: Tone reservation should be deprioritized.









[bookmark: _GoBack]
Appendix A: Additional simulation results

[image: ]
Figure 21: net gain of case 2 with different DMRS solutions
[image: ]
Figure 22: net gain of case 3 with different DMRS solutions

[image: ]
Figure 23: net gain of case 4 with different DMRS solutions
 [image: ]
Figure 24: net gain of case 6 with different DMRS solutions

Table 7: CM@1e-2 of π/2-BPSK with FDSS+SE or FDSS compared π/2-BPSK with DFT-s-OFDM under 8 RB allocations.
	   SE ratio
FDSS
	0%
	12.5%
	25%
	37.5%

	TRRC1(0.5, 0.1667)
	1.1
	1.15
	1.05
	0.39

	3 tap (-0.28,1,0.28)
	1.29
	1.35
	1.25
	0.69



                    

Table 8: Second set of simulation parameters.
	Channel
	PUSCH, 14 symbols

	Carrier frequency and scenario
	4GHz (Urban)

	Channel BW
	100MHz for Urban

	SCS
	30 kHz (4GHz)

	Channel model
	TDL-C 300ns for FR1 Urban (4GHz)

	UE speed
	3km/h

	Waveform
	According to agreements

	Modulation
	According to agreements

	Number of Tx antennas
	1

	Number of Rx antennas
	4

	Number of DMRS symbols
	2

	Number of PUSCH data symbols
	12

	HARQ configuration
	No retransmissions

	Number of PRBs
	6/8/36/40 RB

	Channel estimation
	Wiener filter

	Receiver type
	MRC

	BLER
	10%




Table9: Maximum coverage enhancement gain of FDSS-SE under different code rates and SE ratios.
	           SE ratio
Code rate  
	1/8
	1/4
	3/8

	1/16
	1.05
	1.59
	1.75

	1/8
	0.77
	1.47
	1.72

	1/6
	0.86
	1.53
	1.51

	1/4
	0.76
	1.30
	1.39

	1/3
	0.66
	1.25
	1.01

	1/2
	0.58
	0.84
	-0.31

	0.64
	0.27
	0.05
	N/A



Appendix B: Spectrum extension operation
[bookmark: _Ref113974060]	[image: ]
Figure 25: DFT-s-OFDM transmitter structure with FDSS-SE
Figure 25 illustrates the transmitter block diagram of the DFT-s-OFDM with FDSS-SE. We first define the parameters as follows.
·  is the IFFT size of the OFDM modulation.
·  is the number of modulation constellation symbol.
·  is the total number of OFDM subcarriers. 
·  is the number of subcarriers used for SE, that we refer also as the size of SE.
·  are the FDSS filter coefficients. 
·  is a Fourier coefficient shift parameter.
·  is the initial length of DMRS, i.e., ZC sequence with length , before cyclical extension,  is the prime closest to integer .
For the reference case not using SE, for a fair comparison the number of subcarriers available for data transmission would be .
The operations of DFT-s-OFDM with FDSS-SE are as follows.
· [bookmark: _Hlk113558908]The coded bit stream is mapped to modulation symbol stream through the constellation map in modulation module. 
· The modulation symbol stream goes through serial-to-parallel (S/P) operation and obtain modulation symbol block with length . 
· The modulation symbol block with length  is converted into the symbol block in frequency domain with length  by discrete Fourier transform (DFT).
· The DFT symbol block with length  is cyclically shifted by a factor , and then extended to a DFT symbol block with length  by the symmetric spectrum extension method. The DFT symbols after spectrum extension are circularly symmetrical where the first part of the DFT coefficients are the copy of the corresponding last DFT coefficients of the middle part and the last part of DFT coefficients are the copy of the first DFT coefficients of the middle part.
· The extended DFT symbol block with length  goes through the FDSS filter and is mapped to the used subcarriers. The used subcarriers consist of the extended subcarriers and the data subcarriers.
· The mapped DFT symbol block is converted into the OFDM symbol in time domain by inverse fast Fourier transformation (IFFT) with length  and add cyclic prefix (CP) for transmission.
· The operation of DMRS is similar to the operation of data from the spectrum extension module, which would be discussed below.
Overall, a DFT-s-OFDM signal with FDSS-SE can be defined for samples  by
	
	(12)

	 is the frequency domain symbols with extension and can be given by

	(13)


with frequency domain symbols 
	
	(14)


where is the modulo- operator.
In above formula, we used a general shift parameter to encompass two SE methods available in the literature:
·  which is common in older literature, see for example [3]. The SE is then specifically 
	
	(15)



·  which was used in the more recent paper [4] with motivation to keep and centered the original sequence in the middle band. The SE becomes: 
	
	(16)



Figure 26 illustrates the receiver block diagram of the DFT-s-OFDM with FDSS-SE. The operations of receiver to demodulate the DFT-s-OFDM with FDSS-SE are given as follows.
· The receiver removes the CP of the received OFDM symbol, obtains the samples with length , converts the samples into the symbol block with length  in frequency domain by IFFT with length , deletes the symbols on the unused subcarriers, and equalizes the symbols on used subcarriers with channel estimation results by equalization module, i.e., DFT symbol block with length . The used subcarriers consist of the SE subcarriers and the data subcarriers.
· After equalization, to obtain the DFT symbol block with length , the corresponding symbols on the SE and data subcarriers are either combined by maximum ratio combining (MRC) or the symbols on the SE subcarriers are not used.
· The DFT symbol block with length  is converted into the modulated symbol block in time domain with length  by IDFT.
· The modulated symbol block with length  is demodulated into bit stream.
[image: ]
[bookmark: _Ref113974031]Figure 26: DFT-s-OFDM receiver structure with FDSS-SE.
Based on the introduced transceiver block diagram of DFT-s-OFDM with FDSS-SE, we further explain the important module and the related conception in detail.

Appendix C: Power control formula

The formula for PUSCH power control is given as follows.  

If a UE transmits a PUSCH on active UL BWP [image: ] of carrier [image: ] of serving cell [image: ] using parameter set configuration with index [image: ] and PUSCH power control adjustment state with index [image: ], the UE determines the PUSCH transmission power in PUSCH transmission occasion [image: ] as

[bookmark: _Hlk134535956]  [dBm]  
where,

-	is the UE configured maximum output power defined in [8-1, TS 38.101-1], [8-2, TS38.101-2] and [8-3, TS38.101-3] for carrier f of serving cell c in PUSCH transmission occasion i.

-	is a parameter composed of the sum of a component[image: ] and a component [image: ] where [image: ].

[bookmark: _Hlk134535877]-	is the bandwidth of the PUSCH resource assignment expressed in number of resource blocks for PUSCH transmission occasion i on active UL BWP b of carrier f of serving cell c and  is a SCS configuration defined in [4, TS 38.211]


-	is a parameter to control the pathloss compensation ratio, is a downlink pathloss estimate in dB calculated by the UE using reference signal (RS) index  for the active DL BWP, as described in clause 12, of carrier  of serving cell 









-	is a power offset value of different modulation and coding scheme (MCS) format relative to a reference MCS format. , C is the number of code blocks transmitted, is the size of code block, andis the number of resource elements,, is the symbol number of the PUSCH transmission occasion i on the active BWP b of the carrier f of the serving cell c, is subcarrier number of the PUSCH symbol excluding demodulation reference signal (demodulation reference signal, DMRS) subcarrier and phase tracking reference signal,. The parameter  is indicated by the delta MCS signaling.

-	 is the power control adjustment for active UL BWP b of carrier f of serving cell c in PUSCH transmission occasion i. 
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