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Introduction
In RAN#94 plenary meeting [1], a new SID on Artificial Intelligence (AI)/ Machine learning (ML) was approved. Two cases of AI/ ML-based beam management will be considered: beam prediction in the spatial domain and beam prediction in the temporal domain. In RAN1#109e and 110, the evaluation methods and KPIs for AI/ML based beam management have been discussed [2][3]. In particular, system-level simulations were agreed as a baseline and many basic KPIs are achieved for the performance evaluation of AI/ ML-based beam management. In this article, we will provide our views on AI/ML evaluation for beam management, as well as further discussion of the assumptions.
KPIs on AI/ML in beam management 
UCI report overhead reduction
In previous RAN 1 meeting, it was agreed to further study reporting overhead reduction and UCI report overhead as one of KPI options. And the introduction of UCI overhead reduction was further discussed at the last meeting.
	[bookmark: _Hlk131165849]Agreement (RAN1#109)
· To evaluate the performance of AI/ML in beam management, further study the following KPI options:
· Beam prediction accuracy related KPIs, may include the following options:
· Average L1-RSRP difference of Top-1 predicted beam
· Beam prediction accuracy (%) for Top-1 and/or Top-K beams, FFS the definition:
· Option 1: The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”

· CDF of L1-RSRP difference for Top-1 predicted beam
· Beam prediction accuracy (%) with 1dB margin for Top-1 beam
· The beam prediction accuracy (%) with 1dB margin is the percentage of the Top-1 predicted beam “whose ideal L1-RSRP is within 1dB of the ideal L1-RSRP of the Top-1 genie-aided beam” 

· the definition of L1-RSRP difference of Top-1 predicted beam: 
· the difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam
· Other beam prediction accuracy related KPIs are not precluded and can be reported by companies. 
· System performance related KPIs, may include the following options:
· UE throughput: CDF of UE throughput, avg. and 5%ile UE throughput
· RS overhead reduction at least for spatial-domain beam prediction at least for top-1 beam:
· 1-N/M,
· where N is the number of beams (with reference signal (SSB and/or CSI-RS)) required for measurement
· where (FFS) M is the total number of beams
· Note: Non-AI/ML approach based on the measurement of these M beams may be used as a baseline
· FFS on whether to define a proper value for M for evaluation.
· Other System performance related KPIs are not precluded and can be reported by companies.
o   Other KPIs are not precluded and can be reported by companies, for example:
· Reporting overhead reduction: (FFS) The number of UCI report and UCI payload size, for temporal /spatial prediction
· Latency reduction:
·  (FFS) (1 – [Total transmission time of N beams] / [Total transmission time of M beams])
· where N is the number of beams (with reference signal (SSB and/or CSI-RS)) in the input beam set required for measurement
· where M is the total number of beams
· Power consumption reduction: FFS on details
Agreement (RAN1#110)
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 
FFS: number of UCI reports and UCI payload size

Agreement (RAN1#112bis)
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead (e.g., number of UCI reports and UCI payload size) and/or UCI overhead reduction for inference of AI/ML model can be reported by company. 
· [bookmark: _Hlk134535741]UCI overhead reduction = 1- Total UCI payload size for AI/ML/Total UCI payload size of baseline.
· Companies to report detailed assumption of UCI for AI/ML and baseline, e.g., including quantization mechanism


[bookmark: _Hlk134544811]Although the UCI overhead reduction calculation method was given at the last meeting, many details have not been considered. 
· Quantization mechanism
· According to the existing simulation results and the conclusion of the last meeting, we can see that the existing quantization mechanism can still achieve good prediction accuracy, and no new standardization impact will be generated. Therefore, it is suggested to calculate UCI overhead reduction based on existing quantization method.
· UCI payload size of baseline
· First of all, in order to compare the UCI report overhead of AI/ML, baseline must be a non-AI scheme, so baseline must use the existing reporting method. For example, N UCI reports may be used where one UCI report consists of M CRIs/SSBRIs and corresponding RSRPs (M<=4).
[bookmark: _Hlk126934282]Proposal 1: For UCI report overhead/UCI overhead reduction calculation, 
· UCI payload size of baseline and AI should be calculated based on existing quantization method.
· UCI payload size of baseline should be calculated based on existing CSI report framework.
[bookmark: _Hlk126588595]Evaluation for LCM/Model monitoring
In 9.2.3.2, there are some discussions on model monitoring procedure and metric(s). To check whether some proposed metrics can be used to monitor the performance of the model one conclusion was raised.
	Conclusion 1.2c(LCM) (updates)
[bookmark: _Hlk134646863]Strive to evaluate the feasibility on the performance metric(s) for AI/ML model monitoring, at least for the following:
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
· FFS on The L1-RSRP difference definition in Alt 4.  
· Note: No potential feasibility issues have been identified for Alt1 and Alt2


Alt 4 describes the difference between measured RSRP and predicted RSRP, so the predicted L1-RSRP definition is more suitable for this option.
· Predicted L1- RSRP difference: the difference between the predicted L1-RSRP of Top-1[/K] predicted beam and the ideal L1-RSRP of the same beam.
Proposal 2: To evaluate the feasibility on the performance metric(s) for AI/ML model monitoring, at least for the following:
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
· The definition of L1-RSRP difference should be Predicted L1- RSRP difference.  
AI/ML related assumptions
Set B of beams(pairs)
For AI-based beam management, two beam sets have been defined for DL beam prediction and DL beam measurement respectively. However, whether set B is fixed or variable is still under discussion. The following proposals were formed according to the discussion in RAN 1 #110bis and RAN 1 #112.
	[bookmark: _Hlk134645538]Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded.
Agreement
· Additionally study the following option on the selection of Set B of beams (pairs) (for Option 2: Set B is variable) 
· Opt D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
· Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)
Agreement
· For the evaluation of Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), further study the following options as AI/ML model inputs 
· Alt 2: Implicit information of Tx beam ID and/or Rx beam ID
· E.g., measurements of Set B of beams together with default values (e.g. 0) for the beams not in Set B are used as AI inputs in a certain order/ matrix/ vector. 
· Detailed assumption can be reported by companies.
· Alt 3: Tx beam ID and/or Rx beam ID is used as inputs of AI/ML explicitly 
Note: Specification impact can be discussed separately.


First of all, it should be discussed based on which side the AI/ML inference is conducted. If AI/ML inference is at NW side, the NW can select K beams out of Set A that have the best inference performance for the specific scenario. Thus, whether set B is fixed or variable can be determined entirely by NW, both options 1 and 2 can be considered. Besides, if AI/ML inference is at UE side, considering the limitations of computing capability, the fixed beam pattern allows to implement a simple AI model. And according to the current simulation results, fixed set B can achieve the best performance. In addition, as the description of observation in last meeting, option A can also provide results close to fixed set B.
Therefore, we suggest focusing on option1 and option A for the selection of Set B.
[bookmark: _Hlk134644187]Proposal 3: Support option1 and option A (for Set B is variable) for the selection of Set B.
For Set B is variable, the difference between two alternatives is whether or not to provide an additional Beam ID explicitly. The usage of beam ID is to inform the corresponding relationship between the input RSRP and the output RSRP. For variable beam pattern, beam ID may be further indicated to determine the input-output correspondence, which needs further consideration. We need to clarify the beam ID, it could be a Tx beam ID or it could be something like a beam pair ID (only used to represent different reception results of the same Tx beam). Of course, if it is a UE-side model, it can also be an Rx beam ID, because UE does its own training and inference without exposing privacy. 
Depending on the existing beam management reporting framework, UE will report one or more combinations of one CRI/SSBRI and one RSRP. Therefore, it is intuitive to continue using this framework in AI-BM, with minimal spec impact.
Proposal 4: For the evaluation of Option 2: Set B is variable.
· Alt 3: Tx beam ID and/or Rx beam ID is used as inputs of AI/ML explicitly should be supported.
If it is a fixed beam pattern, the beam ID is already implied in the input information, and the inference device can only use RSRP as the input. After discussion at the last meeting, the following proposal was produced.
	Proposal 3.1-1c
· For the evaluation of Option 1: Set B is fixed across training and inference, no explicit information of Tx beam ID and/or Rx beam ID is used as AI/ML inputs


We believe that implicit and explicit information should be further clarified. If the explicit information refers to beam ID, which will be used as input of AI model, this is not necessary in our view. As for whether implicit information is required, we need to clarify whether the RSRPs reported in order are implicit information, and if so, implicit information is required. Such as the L1-RSRP of beam(pair)s for input is sorted in ascending order based on beam (pair)s ID. The L1-RSRP corresponding to the lowest beam ID should be reported first.
Proposal 5: For the evaluation of Option 1: Set B is fixed across training and inference.
· the L1-RSRP of beam(pair)s for input is sorted in ascending beam ID order should be supported.
Construction of Set A and Set B
For AI/ ML-based beam management, in RAN1#109e and RAN1#110, the following agreements were made. Two beam sets are defined for DL beam prediction and DL beam measurement respectively. In addition, the clarification of set B has been made in last meeting. 
	[bookmark: _Hlk126054992]Agreement
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.
Conclusion 
For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model.

Conclusion
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
· FFS: the number of beams in Set A and B
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g., Set A consists of narrow beams and Set B consists of wide beams)
· FFS: the number of beams in Set A and B
· FFS: QCL relation between beams in Set A and beams in Set B
· FFS: construction of Set B (e.g., regular pre-defined codebook, codebook other than regular pre-defined one)
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.

Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g., Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact


[bookmark: _Ref111205007][bookmark: _Ref111199102][bookmark: _Ref111205102]If set B is a subset of set A, the mapping between them is relatively easy, for example through an implicit association of location or through an explicit association of resource index. However, if set B and set A are different, for example, set B is composed of wide beams and set A is composed of narrow beams. In this case, there is no way to establish an input-output correspondence based on a simple one-to-one index correspondence. For example, set B contains three beams: Beam1, Beam2, and Beam3, and set A contains six beams: Beam4, Beam5, Beam6, Beam7, Beam8, and Beam9. It is not possible to intuitively determine which narrow beams come from the same wide beam according to the index, so it may be necessary to define additional correlation relations, such as each wide beam corresponds to N narrow beams (for example, N=2, Beam1-Beam4, Beam5). Besides, the beams in set B and set A are different, that is, there are no duplicate beams. In order to obtain the corresponding beam quality, UE needs to make more measurements compared with the method of Alt1. 
[bookmark: _Hlk134966494]Proposal 6: For sub use cases BM-Case1 and BM-case 2, if Set B is different from Set A, the configuration of the association between Set B and Set A should be enhanced.
Rx beams assumption 
At the RAN1#112 meeting, the following agreement was reached regarding the DL Tx beam prediction：
	Agreement
At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample 
· Companies report how to select the “best” Rx beam(s) 
· Option 2: Measurements of specific Rx beam(s)
· Companies report how to select specific Rx beam(s) 
· Option 3: Measurements of random Rx beam(s) per model input sample
Other options are not precluded and can be reported by companies.


For DL Tx beam prediction, it means that the DL Rx beam(s) needs to be determined first and only the DL Tx beam scanning is performed based on these DL Rx beam(s). 
· For option 1, if the AI model predicts accurately, it is obvious that the best beam pair (DL Tx-Rx beam pair) will be obtained. However, to get the “best” Rx beam requires adequate measurements, which will come with a lot of overhead if additional measurements are used. Thus, additional measurement overhead should be considered with option 1 together.
Proposal 7: Rx beam selection for DL Tx beam prediction, option 1 should be further consideration.
· Additional measurement overhead for “best” Rx beam should be considered within RS overhead
At the last meeting, in order to evaluate the performance of the quasi-optimal beam, the following agreement was reached.
	Agreement
For performance evaluation of AI/ML based DL Tx beam prediction for BM-Case1 and BM-Case2, optionally study the performance with a quasi-optimal Rx beam (i.e., not all the measurements as inputs of AI/ML are from the “best” Rx beam) with less measurement/RS overhead compared to exhaustive Rx beam sweeping. 
· At least the following options can be considered:
· Opt A: Identify the quasi-optimal Rx beams to be utilized for measuring Set B/Set C based on the previous measurements.
· Companies can report the time information and beam type (e.g., whether the same Tx beam(s) in Set B) of the reference signal to use. 
· Companies report how to find the quasi-optimal Rx beam with “previous measurement”
· FFS: Opt B: The Rx beams for measuring Set B/Set C consist of the X% of “best” Rx beam exhaustive Rx beam sweeping and (1-X%) of random Rx beams [or the adjacent Rx beam to the “best” Rx beam].
· X%= 80% or 90%, or other values reported by companies. 
· Note: X% is the percentage of measurements with “best” Rx beams out of all measurements   
· Other options are not precluded.
· Companies report the measurement/RS overhead together with beam prediction accuracy. 


From our point of view, option B is used to construct a model of quasi-optimal beam through the mixture of “best” Rx beams and random Rx beams. But it's hard to define the choice of X here, because it's difficult to define whether or not the value of X is close to reality. Also, the definition of X% is a little unclear. Whether X% samples will use the “best” Rx beam for receiving or X% Tx beams will use the optimal Rx beam for receiving needs further clarification. If the first explanation is used, for some samples, their overhead is still too high, which will lose the meaning of quasi-optimal Rx beam selection. In the second interpretation, which Tx beams use the best Rx beam will have a different effect on the AI model.
Thus, we think option A should be selected to evaluate the performance with a quasi-optimal Rx beam.
[bookmark: _Hlk134966802]Proposal 8：Do not support option B for evaluating the performance with a quasi-optimal Rx beam.
Conclusions
In this contribution, we discuss the potential specification impacts and enhancements for AI/ML based beam management. We have the following proposals.
Proposal 1: For UCI report overhead/UCI overhead reduction calculation, 
· UCI payload size of baseline and AI should be calculated based on existing quantization method.
· UCI payload size of baseline should be calculated based on existing CSI report framework.
Proposal 2: To evaluate the feasibility on the performance metric(s) for AI/ML model monitoring, at least for the following:
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
· The definition of L1-RSRP difference should be Predicted L1- RSRP difference.  
Proposal 3: Support option1 and option A (for Set B is variable) for the selection of Set B.
Proposal 4: For the evaluation of Option 2: Set B is variable.
· Alt 3: Tx beam ID and/or Rx beam ID is used as inputs of AI/ML explicitly should be supported.
Proposal 5: For the evaluation of Option 1: Set B is fixed across training and inference.
· the L1-RSRP of beam(pair)s for input is sorted in ascending beam ID order should be supported.
Proposal 6: For sub use cases BM-Case1 and BM-case 2, if Set B is different from Set A, the configuration of the association between Set B and Set A should be enhanced.
Proposal 7: Rx beam selection for DL Tx beam prediction, option 1 should be further consideration.
· Additional measurement overhead for “best” Rx beam should be considered within RS overhead
Proposal 8：Do not support option B for evaluating the performance with a quasi-optimal Rx beam.
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