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1 Introduction
In RAN#93, a new WID for MIMO evolution for downlink and uplink was approved for Rel-18 [1]. Among items in this WID, two aspects corresponding to CSI enhancement(s) are captured, i.e., CSI enhancement for high/medium UE velocities by exploiting time-domain correlation/Doppler-domain information, and CSI enhancement for facilitating CJT operation. In this contribution, we elaborate our views on above two aspects, respectively.
2 CSI enhancement for high/medium UE velocities
Among items in this WID for DL and UL MIMO, the aspects for Doppler related CSI enhancement are listed as below.
	1. Study, and if justified, specify CSI reporting enhancement for high/medium UE velocities by exploiting time-domain correlation/Doppler-domain information to assist DL precoding, targeting FR1, as follows:
· Rel-16/17 Type-II codebook refinement, without modification to the spatial and frequency domain basis
· UE reporting of time-domain channel properties measured via CSI-RS for tracking 


2.1 Type-II codebook refinement
2.1.1 CPU occupation and Z/Z’ 
In RAN1#112bis-e, the following agreement on the number and/or occupation time of CPU, the values of Z/Z’, and total number active/simultaneous CSI-RS resource/ports for high/medium UE velocities were reached.
	Agreement
For the Type-II codebook refinement for high/medium velocities, regarding the required number and/or occupation time of CPUs, the values of Z/Z’, and total number active/simultaneous CSI-RS resource/ports, decide, in RAN1#113, at least based on the following factors: 
· The measurement of K>1 CSI-RS resources for Type-II CSI required to perform UE-side prediction, UE-side prediction based on multiple CSI-RS occasion(s) before CSI triggering (FFS whether to support), CSI-RS occasion(s) after CSI triggering and, when the configured N4 value is >1, DD compression (when the configured N4 value is >1) 


In Rel-16, for enhanced Type II codebook reports, OCPU=K, where K is the number of CSI-RS resources in the CSI-RS resource set for channel measurement. However, in Rel-18, time-domain information is introduced in eType II codebook, apart from SD and FD information. As a result, more computational complexity should be considered for UE to predict and report CSI. The number of legacy occupied CPU(s) is not sufficient. For the Type-II codebook refinement for high/medium velocities, regarding periodic/semi-persistent CSI-RS, OCPU=X1, where X1 is a fixed value (i.e., 1) or subject to UE capability. In addition, regarding aperiodic CSI-RS, OCPU=func(K)*X2, where X2 is a fixed value (i.e., 1) or subject to UE capability. 
Proposal 1: For the Type-II codebook refinement for high/medium velocities, new CPU occupation method should be introduced for the additional complexity.
· Regarding periodic/semi-persistent CSI-RS, OCPU=X1
· Regarding aperiodic CSI-RS, OCPU = func(K)*X2
Note: X1 and X2 are fixed values or subject to UE capability and K is the number of CSI-RS resources in the CSI-RS resource set for channel measurement.
Besides, considering that increase of UE complexity in Doppler CSI is fully considered in the CPU occupation, the duplication relaxation for the occupation time of CPU, the values of Z/Z’ and total number active/simultaneous CSI-RS resource/ports may not be needed. Therefore, we prefer to reuse the legacy mechanism for them in such case. 
Proposal 2: For the Type-II codebook refinement for high/medium velocities, reuse the legacy mechanism in terms of the occupation time of CPU, the values of Z/Z’ and total number active/simultaneous CSI-RS resource/ports.
2.1.2 EPRE assumption
In RAN1#112bis-e, the following agreement on on CSI measurement and EPRE assumption for high/medium UE velocities were reached.
	Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, regarding CSI calculation and measurement, 
· The number of CSI-RS ports is the same for all the K configured CSI-RS resources comprising the CMR and the antenna ports for the same antenna port index across the K CSI-RS resources are the same.
· All the K configured CSI-RS resources comprising the CMR share the same BW and RE locations 
· For interference measurement, legacy specification is fully reused, including the configuration for NZP CSI-RS for interference measurement or CSI-IM in relation to the configured CMR, i.e. only one NZP CSI-RS resource for interference measurement or only one CSI-IM resource can be configured irrespective of the value of K
· On PDSCH EPRE assumption for CQI calculation, a same powerControlOffset value is assumed for all the K configured CSI-RS resources comprising the CMR 
· Alt 1: The configured powerControlOffset value is the same for all the K configured CSI-RS resources comprising the CMR
· Alt 2: The assumed PDSCH EPRE of all the K CSI-RS resources follows the configured powerControlOffset value of one fixed CSI-RS resource, e.g. the first one
Note: This may imply that existing section 5.2.2.2.75 of TS38.214 can apply to Rel-18 Type-II Doppler codebook in terms of Rel-18 CMR (burst of CSI-RS resources) and Rel-18 CSI reference resource




Regarding PDSCH EPRE assumption for CQI calculation, a same powerControlOffset for all the K configured CSI-RS resources is agreed. However, how to configure the same parameter powerControlOffset as Alt 1 and Alt 2 shown is subject to RAN2 outcome or the editor to TS38.331. From the specification perspective in TS38.214, the configured powerControlOffset value is the same for all the K CSI-RS resources. Therefore, we support Alt 1.
Proposal 3: For the Type-II codebook refinement for high/medium velocities, we support Alt 1.
· The configured powerControlOffset value is the same for all the K configured CSI-RS resources comprising the CMR
2.1.3 Parameter combination for Rel-17 based
In RAN1#112 and RAN1#112bis-e, the following agreement on the parameter combinations for high/medium UE velocities were reached.
	Agreement
The Rel-18 Type-II codebook refinement for high/medium velocities comprises refinement of the following codebooks:
· Refinement of the Rel-16 eType-II regular codebook, with N4>=1
· Refinement of the Rel-17 FeType-II port selection (PS) codebook, based on the common design with the refinement of the Rel-16 eType-II regular codebook, except for the supported set of parameter combinations, with N4=1
· Time-/Doppler-domain reciprocity is not assumed
Agreement
For the Type-II codebook refinement for high/medium velocities,
· For Rel-16 eType-II-based: 
· For Rel-17 FeType-II-based:  
· Note:  and .
Agreement
For the Type-II codebook refinement for high/medium velocities based on Rel-16 eType-II regular codebook, at least the following Parameter Combinations are supported 
	
	
	

	
	
	
	

	4
	1/4
	1/4
	1/4 

	4
	1/4
	1/4
	1/2 

	4 (*)
	1/2
	1/4
	1/2

	4 (*)
	1/4 
	1/4 
	3/4 

	6 (*)
	1/4
	--
	1/2 

	6 (*)
	1/4 
	-- 
	3/4 


 (*) Note: From legacy. For L=6, the same restriction and UE optionality as legacy apply
· Select at most 3 additional Parameter Combinations from the list below 
	
	
	

	
	
	
	

	2
	1/8
	1/16
	1/4

	2
	1/8
	1/16
	1/2

	2(*)
	¼ 
	1/8 
	¼ 

	2 (*)
	¼ 
	1/8
	½ 

	4
	1/8
	1/16
	1/4 

	4 (*)
	¼ 
	1/8 
	1/4 


(*) Note: From legacy.
· FFS: UE feature/capability to support only a subset of Parameter Combinations
Agreement
For the Type-II codebook refinement for high/medium velocities based on Rel-16 eType-II regular codebook, in addition to the already agreed six Parameter Combinations, the following three Parameter Combinations are supported:
	
	
	

	
	
	
	

	2
	1/8
	1/16
	¼

	2 (*)
	¼ 
	1/8
	½ 

	4 (*)
	¼ 
	1/8 
	¼ 





For the Type-II codebook refinement for high/medium velocities based on Rel-16 eType-II regular codebook, the parameter combinations are agreed in RAN1#112bis-e. The remaining issue is about the parameter combinations based on Rel-17 FeType-II codebook. Regarding parameter combination selection, in our views, the Rel-17 legacy parameter combination is fully reused, if N4=1.
Proposal 4: Regarding parameter combination selection for the Type-II codebook refinement for high/medium velocities, Rel-17 legacy Parameter Combination is fully reused for Rel-17 FeType-II based codebook refinement.
2.2 TDCP report
2.2.1 Amplitude quantization
Regarding amplitude quantization of TDCP, the following agreement was reached in RAN1#112b-e, and the following proposal was proposed by FL and discussed in the offline discussion.
	Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, down-select (by RAN1#113) from the following candidates:
· Alt1: N=2Q-1 where Q=5, s={1/5, ¼, 1/3} 
· Alt2: N=2Q where Q=3, s={¼, 1/3, ½, 2/3, ¾} 
· Alt3: N=2Q where Q=4, s={¼, ½, 2/3, ¾} 
· Alt4: N={2Q –1, …, 2Q+1 –1} (i.e., 7-15) where Q=3, s={1/5, ¼, 1/3, 2/5, ½, 3/5, 2/3, ¾, 4/5} 
· Alt4A: N={2Q , 2Q+0.5,…, 2Q+1-0.5} (i.e., 8, 8.5,…,15.5) where Q=3, s={1/5, ¼, 1/3, 2/5, ½, 3/5, 2/3, ¾, 4/5}
Once an alternative is selected, reducing the number of candidate values for s is not precluded. 
Companies can simulate each alternative with and without a configurable center threshold.
FL’ proposal
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, further down-select (by RAN1#113) from the following candidates:
· Alt1: N=2Q-1 where Q=5, s={¼, 1/3} 
· Alt3: N=2Q where Q=4, s=½
FFS: Whether further overehad reduction is needed for Y>1


The amplitude quantization mainly affects system performance when only Y = 1 amplitude is reported. Therefore, our discussion on the amplitude quantization focuses on the use case of determining SRS periodicity based on Y = 1 quantized amplitude of channel correlation. 
In our evaluation, we consider 3 delay values of the channel correlation, i.e., D = 2 slots, 6 slots, and 10 slots. Other simulation assumptions can be found in appendix. The threshold setting for these 3 delays are shown in Figure 1.
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Figure 1 Threshold setting for (a) D = 2 slots, (b) D = 6 slots, and (c) D = 10 slots.
Compared to the use case of codebook switching, some difference should be noted in the use case of SRS periodicity determination:
· There are 3 thresholds (or even more thresholds in practical implementation);
· The first threshold is around 1, i.e., 0.9x. The last threshold may be quite far from 1 (e.g., 0.6x), when the delay is relatively large (e.g., 10 slots).
Therefore, the amplitude quantization scheme should satisfy the following requirements:
· There should be sufficient quantization grids within a relatively large range (e.g., 0.6~0.1);
· The quantization grids should NOT concentrate too much around 1.
Then, we perform LLS evaluation for performance comparison among different alternatives in the above agreement. DL throughput results for all alternatives (Alt1~Alt5) can be found in appendix. Based on the results, Alt2 and Alt3 cannot provide sufficient quantization grids around the multiple thresholds, hence cannot balance the performance across different speeds. 
Since Alt2 and Alt4 are also precluded in FL’s proposal, here we focus on Alt1 (s = 1/4, 1/3) and Alt3 (s = 1/2). The LLS DL throughput results for Alt1 (s = 1/4, 1/3) and Alt3 (s = 1/2) are shown in Figure 2.
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Figure 2 DL throughput results for Alt 1(s=1/4,1/3) and Alt3(s=1/2) with (a) D = 2 slots, (b) D = 6 slots, and (c) D = 10 slots.
From Figure 2, it is observed that:
· For Alt1, s = 1/4 and s = 1/3 can work well for all delay. However, Alt1 is kind of redundant, considering there are 32 quantization grids but only 3 thresholds. In the use case of codebook switching, where there exists only one threshold, the redundancy of Alt1 would become more serious.
· For Alt3, s = 1/2 can well balance the performance across different speeds, and works well for all delays. Compared with Alt1, Alt3 can bring the almost same throughput performance but use one less bit as a benefit.
In conclusion, Alt3 with s = 1/2 is the best selection for the use case of SRS periodicity determination.
Observation 1: Regarding amplitude quantization on TDCP, LLS evaluation results show that:
· Alt1 with s = 1/4 and s = 1/3 can work well for all delays, but it is a little bit redundant (especially considering that there are too many quantization points around 1);
· Alt2 and Alt4 cannot provide sufficient quantization granularity around multiple thresholds, hence cannot balance the performance across different speeds;
· Alt3 with s = 1/2 shows similar performance as Alt1 with s = 1/4 and s = 1/3, but save one bit.
Proposal 5: Alt3 with s=1/2 should be supported for amplitude quantization of TDCP.
2.2.2 Phase quantization
Regarding phase quantization of TDCP, the following agreement was reached in RAN1#112b-e meeting, and the following proposal was proposed by FL and discussed in offline discussion.
	Agreement
For the Rel-18 TRS-based TDCP reporting, regarding phase quantization, down-select (by RAN1#113) from the following candidates:
· Alt1. 1-bit (early vs. late) phase indicator 
· Alt2. 3-bit (8-PSK) uniform quantization
· Alt3. 4-bit (16-PSK) uniform quantization (full reuse of Rel-16 eType-II W2 phase quantization)
· Alt4. Adaptive/gNB-configurable phase quantizer e.g. , where
· : legacy (Rel.16) based
· Linear: legacy -PSK 
· Exponential: legacy Rel.16 amplitude,  or 
·  a slope value from  depending on the amplitude ) of the 1st correlation (smallest delay), e.g. the slope decreases towards 0 as  increases towards 1 
· 
· Alt5. A given correlation phase value  is quantized to  based on the following alphabet (where  denotes delay):      
· Alt6. A given correlation phase value  is quantized to  based on the following alphabet (where  denotes delay and p(.) denotes amplitude quantization values used for Rel-16 e-TypeII codebook and ): 
· Mode 1: ,     
· Mode 2:      
· The quantization mode is selected by UE and reported to gNB.
· Alt7. A given correlation phase value  is quantized to  based on the following alphabet: , with , . TBD value(s) of 
The evaluation should consider the impact of delay tracking operation at the UE where the phase difference between two slots can be close to zero.
Note: This proposal doesn’t preclude the UE supporting only smaller delay values (e.g. 4-symbol only) for the phase report (which is already optional)
FL’ proposal
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of phase value, further down-select (by RAN1#113) from the following candidates:
· Alt3. 4-bit (16-PSK) uniform quantization (full reuse of Rel-16 eType-II W2 phase quantization)
· Alt5. A given correlation phase value  is quantized to  based on the following alphabet (where  denotes delay):  where     
The candidate value(s) of Q and s are down-selected from the following: Q={3,4}, and s={1/1/2} 
FFS: Whether further overhead reduction is needed for Y>1


When Y > 1 amplitudes and phases are reported, phase quantization scheme mainly affects the performance, because the estimation accuracy of Doppler spectrum / Doppler spread is mainly determined by phase report accuracy. Therefore, we evaluate the phase quantization schemes in the use case of determining SRS periodicity based on Y > 1 amplitudes and phases.
In our evaluation, gNB computes Doppler spectrum and determines SRS periodicity based on estimated Doppler shift difference / Doppler spread. Frequency compensation at UE side is assumed, which causes that , where  is the average frequency in the Doppler spectrum. After frequency compensation, the phases concentrate around 0. Based on FL’ proposal, we compare the performance of Alt3 and Alt5 via LLS. In LLS, D and Y are set as  and , other simulation assumptions can be found in the appendix.
The DL throughput results for Alt3 and Alt5 are shown in Figure 3. Note that the curves for Alt5 with {Q = 3, s = 1}, {Q = 4, s = 1}, and {Q = 4, s = 1/2} almost coincide.
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Figure 3 DL throughput results for Alt3 and Alt5 with (a) D = 5 slots, Y = 4, (b) D = 5 slots, Y = 7, (c) D = 10 slots, Y = 4, and (d) D = 10 slots, Y = 7.
From Figures 3, it is observed that
· Alt5 outperforms Alt3 with higher DL throughput;
· For Alt5, s = 1 is superior to s = 1/2;
· For Alt5, Q = 4 is redundant and shows no benefits over Q = 3.
However, one may argue that the quantization bits of Alt3 and Alt5 are not aligned. In appendix, we provide performance comparison between uniform quantization (generalization of Alt3) and exponential quantization (Alt5). It is also shown that exponential quantization is superior to uniform quantization.
In conclusion, Alt 5 with Q = 3 and s = 1 is the best solution for phase quantization of TDCP in the use case of SRS periodicity determination.
Observation 2: Regarding phase quantization of TDCP, LLS evaluation results show that
· Alt5 outperforms Alt3 with higher DL throughput;
· For Alt5, s = 1 is superior to s = 1/2;
· For Alt5, Q = 4 is redundant and shows no benefits over Q = 3.
Proposal 6: Alt5 with Q = 3 and s = 1 should be supported for phase quantization of TDCP.
2.2.3 Values of Y and D
Regarding the values of Y and D, the following agreements were reached in RAN1#112b-e meeting.
	Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the value of parameter Y, in addition to Y=1, support Y=2, 3, 4
· FFS: Whether Y=7 is also supported
Agreement
For the Rel-18 TRS-based TDCP reporting,
· Support the following D (delay) values: 4 symbols, 1 slot, 2 slots, 3 slots, 4 slots, 5 slots
· Working assumption: Support the following D (delay) values in a separate UE Feature Group: 6 slots, 10 slots
FFS: The value of Dbasic
FFS: Applicability of each D value candidate for different SCS values and/or other parameters (e.g. Y, quantization)


When Y > 1 amplitudes and phases of channel correlations are reported and used to calculate the Doppler spectrum, obviously a larger Y can provide higher frequency resolution in the Doppler spectrum and result in better performance in both the use cases of codebook switching and SRS periodicity determination. As it is observed from the LLS results in Figure 3, Y = 7 shows better performance than Y = 4. Therefore, Y = 7 should be supported for TDCP report.
Furthermore, a larger D can also increase the frequency resolution and improve the performance in both use cases. From the LLS results in Figure 3, D = 10 slots performs better than D = 5 slots. Besides, through our evaluation (including previous evaluations), the SCS is set as 30kHz, then 5 slots @ 30 kHz SCS is equivalent to 10 slots @ 15kHz SCS. Based on above, D = 10 slots should be supported for TDCP report.
Observation 3: From the LLS results in Figures 6~9,
· Y = 7 performs better than Y= 4;
· D = 10 slots performs better than D = 5 slots.
Proposal 7: Regarding the Rel-18 TRS-based TDCP reporting, 
· Support Y=7 as a candidate value 
· Confirm the following working assumption: support the following D (delay) values in a separate UE Feature Group: 6 slots, 10 slots	
2.2.4 CPU occupation and Z/Z’
It is noted that the measurement of TDCP differs a lot from that of legacy CSI. Legacy CSI is usually measured based on one occasion of RS, while TDCP is measured based on at least Y+1 occasions of RS. Therefore, the timeline (Z/Z’) and number of occupied CPUs () may need to be redefined for TDCP report. However, the values of Z/Z’ and   are coupled with each other. For the sake of simplicity, it would be better to keep legacy Z/Z’ (i.e., Z/Z’ = Z2/Z2’, where Z2/Z2’ are defined in table 5.4-2 in clause 5.4 of [TS 38.214]) and change .
Apparently, the measurement complexity of TDCP is related to the value of Y. Moreover, in the calculation of channel correlation, time-domain averaging is probably needed to reduce noise effect. As illustrated in Figure 4, a channel correlation  can be measured using two TRS bursts with a relative time offset . Since each TRS burst comprises 4 TRS occasions, UE can obtain 4 initial estimates of channel correlation from the 4 TRS occasion pairs, respectively, and then average the estimates to obtain the final result. When time-domain averaging is adopted, the measurement complexity of TDCP would also be related to the number of TRS occasion pairs M used in the calculation. Since noise reduction is UE implementation and different UE may have different processing capability, the  of TDCP report should be related to Y and a factor X determined by UE.
Based on above analysis, the  of TDCP report should be redefined as
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Figure 4 Illustration of the TRS occasion pairs used to measure a channel correlation
Observation 4: The   of TDCP report is related to the following factors
· The value of Y;
· Implementation of noise reduction at UE side, and UE processing capability;
Proposal 8: The  of TDCP should be redefined as , where X is a factor determined by UE.
3 CSI enhancement for CJT
The following agreement about CJT codebook structure was reached in RAN1#110. Based on the agreed architecture, the SD basis selection, FD basis selection and W2 quantification should be considered. We provide our view about these issues respectively in the following sections
	Agreement
For the Rel-18 Type-II codebook for CJT mTRP, support the following two modes:
· Mode 1: Per-TRP/TRP-group SD/FD basis selection which allows independent FD basis selection across N TRPs / TRP groups. Example formulation (N = number of TRPs or TRP groups): 

· Mode 2: Per-TRP/TRP group (port-group or resource) SD basis selection and joint/common (across N TRPs) FD basis selection. Example formulation (N = number of TRPs or TRP groups):

· Striving for the two modes to share commonality in detailed designs such as parameter combinations, basis selection, TRP (group) selection, reference amplitude, W2 quantization schemes.
· FFS: Depending on the decision on SCI design, whether additional per-TRP/TRP-group amplitude scaling and/or co-phase is needed or not, and whether they are a part of W2s


3.1 EPRE assumption
Regarding PDSCH EPRE assumption for CQI calculation, the following agreement was reached in RAN1#112bis-e meeting. 
	Agreement
For the Rel-18 Type-II codebook refinement for CJT mTRP, regarding CSI calculation and measurement, 
· For the configured NTRP CSI-RS resources comprising the CMR, the restriction specified for Rel-17 NCJT CSI is fully reused, i.e. the configured NTRP CSI-RS resources are located either in the same slot or two consecutive slots
· On PDSCH EPRE assumption for CQI calculation, down-select between the two alternatives: 
· Alt1. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows the configured powerControlOffset value associated with its respective CSI-RS resource
· Alt2. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows a commonly configured powerControlOffset value for all the N selected CSI-RS resources
· Alt3. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows a commonly configured powerControlOffset value defined as averagePDSCH-to-averageCSIRS EPRE ratio, where averagePDSCH and averageCSIRS are average power across for all the N selected CSI-RS resources 
· Alt4. The UE can assume that the PDSCH EPRE divided by N for a given CSI-RS port follows a commonly configured powerControlOffset value for all the N selected CSI-RS resources
· Alt 5: The UE can assume that the PDSCH EPRE for a given CSI-RS port follows the powerControlOffset value for one of the configured NTRP CSI-RS resources
· Note: In legacy specification, different CSI-RS resources can be configured with different powerControlOffset values 
· Decide, in RAN1#113, whether an ordering of CSI-RS port indices (e.g. according to the CSI-RS resource ID in TS38.331) for CSI calculation needs to be specified or not
Note: The total number of CSI-RS ports summed across N selected (out of the configured NTRP) CSI-RS resources will be used in the TS38.214 equation for CSI calculation


For powerControlOffset interpretations, there is the related spec in TS38.214.
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-	powerControlOffset: which is the assumed ratio of PDSCH EPRE to NZP CSI-RS EPRE when UE derives CSI feedback and takes values in the range of [-8, 15] dB with 1 dB step size. For CQI calculation based on a pair of NZP CSI-RS resources, powerControlOffset of each NZP CSI-RS resource in the pair of NZP CSI-RS resources for channel measurement is the assumed ratio of EPRE when UE derives CSI feedback and takes values in the range of [-8, 15] dB with 1 dB step size.


For CQI calculation, UE should assume that PDSCH signals on antenna ports in the set [1000,…, 1000+ν-1] for ν layers would result in signals equivalent to corresponding symbols transmitted on antenna ports [3000,…, 3000+P-1], as given by
	



where  is a vector of PDSCH symbols from the layer mapping. For the Rel-18 Type-II codebook refinement for CJT mTRP, W(i) is normalized across mTRP rather than being per TRP. In this way, EPRE can be assumed as an additional bursting  for received Hn associated to n-th TRP or CSI-RS. Therefore, the precoding matrix W(i) corresponding to the reported PMI applicable to x(i) is derived according to . From the specification perspective, powerControlOffset value is associated with its respective CSI-RS resource and additional interpretations should be introduced. We only need to clarify that the assumed ratio of ERRE is per a given CSI-RS port.
Proposal 9: Regarding PDSCH EPRE assumption for CQI calculation on Type-II codebook refinement for CJT mTRP, we support Alt1 and additional interpretations should be introduced
·  powerControlOffset of each NZP CSI-RS resource for channel measurement is the assumed ratio of additional EPRE burst of NZP CSI-RS port when UE derives CSI feedback and takes values in the range of [-8, 15] dB with 1 dB step size
3.2 CPU occupation and Z/Z’
For the required number of CPUs and the values of Z/Z’, the following agreement was reached in RAN1#112bis-e meeting. 
	Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the required number of CPUs and the values of Z/Z’, decide, in RAN1#113, at least based on the following factors: 
· The potential increase in the total number of CSI-RS ports due to the selection/configuration of N/ NTRP CSI-RS resources for Type-II CSI
· The support for dynamic TRP selection, wherein N CSI-RS resources are selected out of the configured NTRP CSI-RS resources 
· Note: The fall-back of gNB configuring N=NTRP via RRC signalling is supported
· The support for dynamic {Ln} selection, wherein 1 out of NL {Ln} combinations is selected 
· Note: The fall-back of gNB configuring NL=1 is supported


In Rel-17 NCJT CSI, OCPU=X*pair+M, where X is the number of CPUs occupied by a pair of CMRs subject to UE capability. Regarding CPU and the values of Z/Z’ for CJT CSI, NCJT solution can be assumed as a starting point. There is no update for Z/Z’, but additional UE capability signaling is needed for the number of CPU occupation. In terms of CPU occupation, although the increasing of total number of CSI-RS ports, the number of selected resources ‘N’ should be considered as a key point. Otherwise, it may introduce too many slices for different cases. Then, other efforts like TRP/SD-basis-selection (with limited calculation due to decoupling from hypothesis) can be implicitly reflected in UE capability signaling. For example, the additional value can be 1, 2 and so on.
Proposal 10: For the number of CPU occupation, on Type-II codebook refinement for CJT mTRP, we support that:
· The required number of CPUs is determined according to the number of selected resources “N” and additional value of UE capability signaling.
· TRP/SD-basis-selection, if required, can be implied in the additional value
· No update for value of Z/Z’
3.3 W2 design on working assumption
Regarding W2 design in CSI codebook, the following agreements were reached in RAN1#111.
	Agreement
On the Type-II codebook refinement for CJT mTRP, regarding W2 quantization group, for each layer:
· Support the following: (Alt1) One group comprises one polarization across all N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2)
· FFS: Amplitude quantization table enhancement
· For the amplitude group other than the group associated with the SCI, the reference amplitude is reported
· Working assumption: Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
· If the support Alt3 in addition to Alt1 is confirmed, only one of the two schemes will be a basic feature for UEs supporting Rel-18 Type-II CJT codebook
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the bitmap(s) for indicating the locations of NZCs, reuse the legacy design. This implies that the size of the bitmap for selected CSI-RS resource n (Bn) is,  
· FFS: additional mechanism to reduce bitmap overhead for larger N values, e.g. including via Parameter Combination 

Agreement
On the W2 coefficient quantization scheme for the Type-II codebook refinement for CJT mTRP, for N=3 and N=4, just as N=2, reuse the following components of the legacy Rel-16/17 per-coefficient quantization scheme: 
· Alphabets for amplitude and phase
· Quantization of phase and quantization of differential amplitude relative to a reference, reference amplitude (with SCI determining the location of one reference amplitude), where the reference is defined for each layer and each “group” of coefficients 


Regarding above WA, we provide our SLS simulation results on performance comparison of Alt 1 and Alt 3. Evaluation results can be found in Figure 5. The value of paramCombination-r16 of the four overhead cases equal to value of being 5, 7, 8 and 6 from left to right, respectively, in Figure 5. We observe that 0.2%~1.2% average UPT gain and 2.2%~12.1% cell-edge UE gain can be achieved using Alt 3 compared with Alt1. In principal, we have the following analysis:
· Alt3 can provide a more appropriate amplitude reference for each TRP, and as a consequence, under a given K0, both accuracy and the number of available NZC(s) can be increased clearly. 
· On the other case, although Alt1 is to provide polarization-specific reference for NZC amplitude, we may have the opposite observation for dual polarization for different TRP(s). 
· For instance, for the strongest TRP, NZC corresponding to +45-degrees polarization may have a strongest amplitude compared with -45 degree, but for other TRPs, NZC amplitude compared with -45 degree polarization may be stronger. It means that, if using Alt1, the quantization error may be much more severe than legacy case of single TRP.  
Regarding the SCI, the SCI both for Alt 1 and Alt 3 should include the strongest TRP index of global strongest coefficient.
Proposal 11: Regarding W2 quantification on Type-II codebook refinement for CJT mTRP, the following WA is confirmed with the following modification
· Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
[image: ] [image: ]
Figure 5 UPT comparison between Alt 1 and Alt 3: average and cell-edge UPT
3.4 Parameter combination for Rel-17 based 
Regarding parameter combination, there are following agreements reached in RAN1#112bis-e.
	Agreement
On the Parameter Combination of Type-II codebook refinement for CJT mTRP, for Rel-17 FeType-II based, 
· For =1, the Rel-17 legacy Parameter Combination is fully reused
· Regarding the combinations {M, beta}, it is proposed to reuse the legacy as below, with restriction on M=2.
	M
	
	Condition

	1
	½ 
	

	
	¾
	

	
	1
	

	2
	½ 
	FFS: N_trp<=3, NL=1

	
	¾ 
	FFS: N_trp<=3, NL =1


· Alpha_n combinations for  are derived from the Ln combinations for Rel-16 based refinement, where each entry in the combination is the nearest value of min{1, 2Ln/Pcsi-rs} to {1/2, ¾, 1}, .
· Note: no other dependency of combinations is introduced, such as dependency on Pcsi-rs.
· FFS: pruning on combinations
Agreement
On the Parameter Combination of Type-II codebook refinement for CJT mTRP, for Rel-17 FeType-II based, only the following n combinations are supported (after pruning):  
	NTRP
	 combination

	2
	{1/2,1/2}

	
	{1/2,1}, {1,1/2}

	
	{3/4,3/4}

	
	{1,1}

	3
	{1/2, 1/2, 1/2}

	
	{1/2, 1/2, 3/4}, and its permutations

	
	{1/2, 1/2, 1}, and its permutations

	
	{1, 1, 1}

	

4


	{1/2, 1/2, 1/2, 1/2}

	
	{1/2, 1/2, 1/2, 1} and its permutations

	
	{1/2, 1/2, 1, 1}

	
	{1, 1, 1, 1}





Regarding parameter combination selection, in our views, the parameter combination can be derived from the agreed parameter combination for CJT-CSI Rel-16 eType-II based refinement. Then, the following criterion should be considered:
· Upper bound of UPT performance in CJT-mTRP should also be considered for commercial promotion, besides for UPT vs overhead.
· 
[bookmark: _GoBack]Separate configuration of {} combination and {M, beta} is supported.
· For NTRP=1 case, the legacy parameter combination of Rel-17 FeTypeII codebook is fully reused.
· Similar to the parameter combinations for Rel-16 based refinement, {M=2, beta=3/4} is not applicable for NTRP>3.
Referring to the agreed parameter combinations for Rel-16 based refinement, we have the following recommendation for parameter combination:
Proposal 12: Regarding parameter combination selection on Rel-17 FeType-II codebook refinement for CJT mTRP, at least the following should be considered as a starting point:
	NTRP
	 combination
	{M, beta}

	
	
	{1, ½}
	{1, ¾}
	{1, 1}
	{2, ½}
	{2, ¾}

	1
	1/2
	
	
	 
	o
	

	
	3/4
	o
	
	
	o
	

	
	1
	o
	o
	o
	o
	o

	2
	{1/2, 1/2}
	o
	
	 
	
	 

	
	{1/2, 1}
{1, 1/2}
	o
	
	 
	
	

	
	{3/4, 3/4}
	
	
	 o
	
	

	
	{1, 1}
	
	o
	 o
	o
	o

	3
	{1/2, 1/2, 1/2}
	o
	o
	 
	
	

	
	{1/2, 1/2, 3/4}
{1/2, 3/4, 1/2}
{3/4, 1/2, 1/2}
	o
	o
	 
	
	

	
	{1/2, 1/2, 1}
{1/2, 1, 1/2}
{1, 1/2, 1/2}
	o
	
	
	
	

	
	{1, 1, 1}
	o
	o
	o
	o
	o

	4
	{1/2,1/2,1/2,1/2}
	o
	
	 
	
	N/A 

	
	{1/2, 1/2, 1/2, 1}
	o
	
	
	
	N/A

	
	{1/2, 1/2, 1, 1}
	
	
	o
	o
	N/A

	
	{1, 1, 1, 1}
	
	o
	o
	o
	N/A


4 Conclusion
In this contribution, we discuss CSI enhancement for high/medium UE velocities and CJT. Observations and proposals are listed as follows.
CSI enhancement for high/medium UE velocities
Proposal 1: For the Type-II codebook refinement for high/medium velocities, new CPU occupation method should be introduced for the additional complexity.
· Regarding periodic/semi-persistent CSI-RS, OCPU=X1
· Regarding aperiodic CSI-RS, OCPU = func(K)*X2
Note: X1 and X2 are fixed values or subject to UE capability and K is the number of CSI-RS resources in the CSI-RS resource set for channel measurement.
Proposal 2: For the Type-II codebook refinement for high/medium velocities, reuse the legacy mechanism in terms of the occupation time of CPU, the values of Z/Z’ and total number active/simultaneous CSI-RS resource/ports.
Proposal 3: For the Type-II codebook refinement for high/medium velocities, we support Alt 1
· The configured powerControlOffset value is the same for all the K configured CSI-RS resources comprising the CMR
Proposal 4: Regarding parameter combination selection for the Type-II codebook refinement for high/medium velocities, Rel-17 legacy Parameter Combination is fully reused for Rel-17 FeType-II based codebook refinement.
Observation 1: Regarding amplitude quantization on TDCP, LLS evaluation results show that:
· Alt1 with s = 1/4 and s = 1/3 can work well for all delays, but it is a little bit redundant (especially considering that there are too many quantization points around 1);
· Alt2 and Alt4 cannot provide sufficient quantization granularity around multiple thresholds, hence cannot balance the performance across different speeds;
· Alt3 with s = 1/2 shows similar performance as Alt1 with s = 1/4 and s = 1/3, but save one bit.
Proposal 5: Alt3 with s=1/2 should be supported for amplitude quantization of TDCP.
Observation 2: Regarding phase quantization of TDCP, LLS evaluation results show that
· Alt5 outperforms Alt3 with higher DL throughput;
· For Alt5, s = 1 is superior to s = 1/2;
· For Alt5, Q = 4 is redundant and shows no benefits over Q = 3.
Proposal 6: Alt5 with Q = 3 and s = 1 should be supported for phase quantization of TDCP.
Observation 3: From the LLS results in Figures 6~9,
· Y = 7 performs better than Y= 4;
· D = 10 slots performs better than D = 5 slots.
Proposal 7: Regarding the Rel-18 TRS-based TDCP reporting, 
· Support Y=7 as a candidate value 
Confirm the following working assumption: support the following D (delay) values in a separate UE Feature Group: 6 slots, 10 slots
Observation 4: The   of TDCP report is related to the following factors
· The value of Y;
· Implementation of noise reduction at UE side, and UE processing capability;
Proposal 8: The  of TDCP should be redefined as , where X is a factor determined by UE.
CSI enhancement for CJT
Proposal 9: Regarding PDSCH EPRE assumption for CQI calculation on Type-II codebook refinement for CJT mTRP, we support Alt1 and additional interpretations should be introduced
·  powerControlOffset of each NZP CSI-RS resource for channel measurement is the assumed ratio of additional EPRE burst of NZP CSI-RS port when UE derives CSI feedback and takes values in the range of [-8, 15] dB with 1 dB step size
Proposal 10: For the number of CPU occupation, on Type-II codebook refinement for CJT mTRP, we support that:
· The required number of CPUs is determined according to the number of selected resources “N” and additional value of UE capability signaling.
· TRP/SD-basis-selection, if required, can be implied in the additional value
· No update for value of Z/Z’
Proposal 11: Regarding W2 quantification on Type-II codebook refinement for CJT mTRP, the following WA is confirmed with the following modification
· Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
Proposal 12: Regarding parameter combination selection on Rel-17 FeType-II codebook refinement for CJT mTRP, at least the following should be considered as a starting point:
	NTRP
	 combination
	{M, beta}

	
	
	{1, ½}
	{1, ¾}
	{1, 1}
	{2, ½}
	{2, ¾}

	1
	1/2
	
	
	 
	o
	

	
	3/4
	o
	
	
	o
	

	
	1
	o
	o
	o
	o
	o

	2
	{1/2, 1/2}
	o
	
	 
	
	 

	
	{1/2, 1}
{1, 1/2}
	o
	
	 
	
	

	
	{3/4, 3/4}
	
	
	 o
	
	

	
	{1, 1}
	
	o
	 o
	o
	o

	3
	{1/2, 1/2, 1/2}
	o
	o
	 
	
	

	
	{1/2, 1/2, 3/4}
{1/2, 3/4, 1/2}
{3/4, 1/2, 1/2}
	o
	o
	 
	
	

	
	{1/2, 1/2, 1}
{1/2, 1, 1/2}
{1, 1/2, 1/2}
	o
	
	
	
	

	
	{1, 1, 1}
	o
	o
	o
	o
	o

	4
	{1/2,1/2,1/2,1/2}
	o
	
	 
	
	N/A 

	
	{1/2, 1/2, 1/2, 1}
	o
	
	
	
	N/A

	
	{1/2, 1/2, 1, 1}
	
	
	o
	o
	N/A

	
	{1, 1, 1, 1}
	
	o
	o
	o
	N/A
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6 Appendix
LLS DL throughput results for Alt1~4 of amplitude quantization of TDCP:
[image: ]
(a)
[image: ][image: ]
(b)                                                                                 (c)
Figure 6 DL throughput results for Alt1 with (a) D = 2 slots, (b) D = 6 slots, and (c) D = 10 slots.
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(a)
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(b)                                                                                (c)
Figure 7 DL throughput results for Alt2 with (a) D = 2 slots, (b) D = 6 slots, and (c) D = 10 slots.
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(a)
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(b)                                                                                (c)
Figure 8 DL throughput results for Alt3 with (a) D = 2 slots, (b) D = 6 slots, and (c) D = 10 slots.
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(a)
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(b)                                                                                (c)
Figure 9 DL throughput results for Alt5 with N = 2Q+1-1 and (a) D = 2 slots, (b) D = 6 slots, and (c) D = 10 slots.
LLS DL throughput results for uniform an exponential phase quantization of TDCP:
[image: ][image: ]
(a)                                                                                         (b)
Figure 10 DL throughput results for D = 5 slots and Y = 7 with (a) Q = 3, and (b) Q=4
[image: ][image: ]
(a)                                                                                         (b)
Figure 11 DL throughput results for D = 5 slots and Y = 4 with (a) Q = 3, and (b) Q=4
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(a)                                                                                         (b)
Figure 12 DL throughput results for D = 10 slots and Y = 7 with (a) Q = 3, and (b) Q=4
[image: ][image: ]
(a)                                                                                         (b)
Figure 13 DL throughput results for D = 10 slots and Y = 4 with (a) Q = 3, and (b) Q=4 
Table 1 LLS simulation assumptions for TDCP report
	Parameter
	Value

	Number of gNB antenna ports
	16

	Number of UE antenna ports
	4

	Number of PRB
	24

	Sub-carrier spacing
	30kHz

	Channel model
	CDL-B; Delay spread 30 ns;
ASA 22 deg; ZSA 7 deg

	Rank and MCS
	Adaptive rank (1-4);
Adaptive MCS

	SNR
	20dB


Table 2 SLS evaluation assumption for CJT codebook refinement
	Parameter
	Value

	Carrier Frequency
	2GHz

	Channel Model
	According to the TR 38.901
3D UMa

	Scenario
	Dense urban

	Antenna setup and port layouts at gNB
	- 8 ports: (1,4,2,1,1,1,4), (dH,dV) = (0.5, 0.8)λ
- 16 ports: (2,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ 
(dH, dV) = (0.5, 0.8)

	Antenna setup and port layouts at UE
	(M, N, P, Mg, Ng, Mp, Np) =(1,2,2,1,1,1,2)
(dH, dV) = (0.5, 0.5)

	Modulation
	Up to 256QAM 

	gNB Tx power
	46 dBm

	UE Tx power
	23dBm

	gNB antenna height
	25 m

	gNB receiver noise figure
	5dB

	UE receiver noise figure
	9dB

	Numerology
	14 OFDM symbol slot, 30kHz SCS

	Bandwidth
	20MHz

	UE receiver
	MMSE-IRC

	Network Layout
	20 UEs per cell (in a total of 21 cells)

	PMI/CQI feedback
	Subband

	Traffic model
	FTP-1

	MIMO scheme
	SU/MU-MIMO with rank adaptation
Maximum rank = 4 per UE
SU = 30%, MU = 50~70%

	Performance metrics
	Average UPT and cell-edge/95%-ile UPT
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