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In RAN1#112bis-e, companies reached some agreements/conclusions related to other aspects of AI/ML for CSI feedback enhancement. Following agreements and conclusions were extracted from the chair’s notes [1] and discussion summary from the moderator [2].Agreement:
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, resusing as much as possible what is defined for UE side use cases
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching and finetuning procedure.
· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.
· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.


Conclusion:
In CSI compression using two-sided model use case, gradient-exchange based sequential training over the air interface is deprioritized in R18 SI.   









Agreement (cont.):
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.
In CSI compression using two-sided model use case, further study the necessity and potential specification impact on quantization alignment, including at least: 
· For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
· For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.
· Quantization alignment using 3GPP aware mechanism.







At the end of the RAN1#112bis-e meeting, FL has suggested focusing on the following items in RAN1#113 meeting.
To move forward, FL suggest company to use the following template to summarize pros/cons and try to use Proposed observation 2-1-1(v3 hold) as a starting point. For the two controversial part, (1) device agnostic versus device specific, (2) gradient exchange sequential training, I separate different column. If we later determine to remove and combine some column, it will always be easier than the other way around.      
	   Training types


Characteristics
	Type 1
	Type 2
	Type 3
	Gradient exchange sequential

	
	NW-sided
	UE-sided
	
	NW first
	 UE first
	

	
	Device agnostic
	Device specific
	
	
	
	
	



CSI configuration and reporting will be the priority topic to discuss. Please bring detailed description and proposals on this topic to align understanding. 
In this contribution, we share our view on the topics FL suggested for RAN1#113 meeting mentioned above.

AI/ML based CSI feedback enhancement: other aspects to be considered 
Pros and cons for different training collaboration types
During RAN1#110, companies agreed to further study the following three training collaborations for CSI compression sub use case.In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 

To better understand various aspects of each training type and to compare across all 3 training types, in RAN1#112bis-e, companies identified as set of aspects to be considered across different training collaboration types as summarized in Section 1. In this section, we share our views on some of the aspects that require further discussion using the summarized table from RAN1#112bis-e (Proposed observation 2-1-1(v3)) as a starting point as suggested by FL. Our views are in bold text and highlighted in green if different from the proposed observation. 
Table 2.1-1: Pros and cons analysis across training types 
		       Training types
Characteristics
	Type 1
	Type 2
	Type 3

	
	NW-sided
	UE-sided
	
	NW first
	 UE first

	Whether model can be kept proprietary
	No
	No
	Yes
	Yes (Note 3)  
	Yes (Note 3)

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No (Note 1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.

	Difficult
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Restricted
	Restricted
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible
(note 4)
	Conditional, flexible with assisted information (note 4)
	Not flexible
(note 4)
	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
(This row can be combined with the “Extendibility” row.)
	Feasible but limited  
(Note 2)  
	Feasible but limited  
(Note 2)
	Infeasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Conditional, depending on the training dataset and training method.
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
(This row can be combined with the “Feasibility” row.)
	Feasible but limited  
(Note 2)
	Feasible but limited  
(Note 2)
	Limited
	Support
	Support

	Whether training data distribution can match the inference device
	Conditional and restricted, with assisted information from UE for device (group) specific model. 
	Yes
	Restricted
	
Conditional, with assisted information from UE
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Yes, for device specific model.
Restricted for device (group) specific model.
	Limited Yes
	Compatible 
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Based on discussions among companies during RAN1#112bis-e, it can be noted that many aspects in the pros and cons analysis among different training types depend on companies’ views and their corresponding implementation strategies/methods like what datasets to use for both sides to meet performance requirements, whether additional information is available (like device type or category), or how model training/update can be performed. Priority and consideration across all the aspects may be different when deployment scenarios and/or customer requirements are different. In addition, depending on the overall goal and/or scope of deployment for the trained model, some techniques may be applied to achieve (or partially achieve) the goal. For example, to train a unified CSI reconstruction part at gNB that can work with various CSI generation parts when gNB is the training entity, techniques like invariant learning, domain adaptation, domain randomization and/or adversarial training may be leveraged. There may also be many other aspects that might surface later as well. 
We feel it is difficult and may not be necessary to prioritize training types according to the aspects identified so far as views from companies may be very different and the perspectives may change in normative phase or during solution development. Given that there are only 2 meetings left for Rel-18 work, we suggest to focus on the training type(s) that have less specification impact and/or less LCM and interworking complexity for Rel-18 if prioritization is needed.
Observation 1: For CSI compression using two-sided model sub use case, our views on the pros and cons across training collaboration types for the identified aspects are summarized in Table 2.1-1 based on the Proposed observation 2-1-1(v3) discussed during RAN1#112bis-e.
Observation 2: For CSI compression using two-sided model sub use case, pros and cons of each training type may depend on various factors like how training dataset is designed, whether additional information is available, what training technique is leveraged, etc. Thus, many of the pros and cons, or feasibility may be subjective and implementation-dependent, not objective.
Observation 3: For CSI compression using two-sided model sub use case, no specific training type can provide all the desirable benefits based on the aspects analyzed and it may not be practical to prioritize based on the aspects identified so far across different views from companies.
Proposal 1: Combine the “feasibility” and “extendibility” aspects in the pros and cons table into one as follows.
	                 Training types

Characteristics
	Type 1
	Type 2
	Type 3

	
	NW-sided
	UE-sided
	
	NW-sided
	UE-sided

	Feasibility of allowing UE side and NW side to develop/update models separately, including train a new UE/NW-side model compatible with NW/UE-side model in use
	Feasible but limited
(Note 2)  
	Feasible but limited
(Note 2)
	Infeasible
	Feasible/Support
	Feasible/Support


Proposal 2: For CSI compression using two-sided model sub use case, if prioritization among various training types is needed for Rel-18 and agreed among companies, prioritize the training type(s) that involve less specification impact and/or have less LCM and interworking complexity for Rel-18.
Discussion on other open issues  
During RAN1#112bis-e meeting, companies agree to further study potential specification impact of AI/ML based CSI compression based on existing legacy CSI feedback signaling framework and have identified potential areas for enhancements as captured below.Agreement:
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 


Some companies have shared their views on the details of the identified topics related to enhancements needed in existing CSI feedback signaling/framework to support AI/ML based CSI compression while due to time constraint there is no detailed discussion on each of the topics. In this section, we discuss our views on some of the identified topics.
Regarding CSI reporting configuration, depending on the implementation and need, there may exist more than one CSI generation part on the UE side, and each may support generating different CSI feedback size, or one CSI generation part may be capable of generating various CSI payload sizes. UE may determine the actual CSI payload size to use when reporting CSI feedback to the NW side. On the NW side, there may also exist one or more CSI reconstruction parts/models which may support accepting various number of CSI feedback sizes as input to the AI/ML model(s). It is preferred to provide more flexibility to support various CSI sizes, however, in some cases, it is also desired to allow NW side to specify some constraints and/or only a set of CSI feedback sizes that the CSI reconstruction part of the two-sided AI/ML model(s) can support.
Proposal 3: For CSI compression using two-sided model sub use case, study potential specification impact to support NW configuring at least the following for AI/ML based approach:
· The maximum CSI payload size 
· A set of supported CSI payload sizes 
· Constraints/restrictions if applicable, e.g., rank restriction
Regarding the CSI report UCI mapping, current Type II or eType II codebook-based CSI reporting includes two parts which are encoded separately, where Part 1 has a fixed size and Part 2 has variable size based on the CSI parameter values. For AI/ML based CSI compression using two-sided model, CSI feedback is mainly based on CSI generation part at the UE which may not share the same characteristics as the legacy NR codebooks, however, it should still be feasible to divide the AI/ML-based CSI feedback to multiple parts, in which the output of the CSI generation can be included in Part 2 and Part 1 may include other information, e.g., RI, CQI if configured to report, following similar decomposition structure/format as in the legacy CSI report, at least at a starting point.   
Proposal 4: For CSI compression using two-sided model sub use case, study potential specification impact of reporting/decomposing CSI in/into multiple parts as in the legacy CSI report, i.e., CSI part 1 and CSI part 2, at least as a starting point.
For handling the potential CSI collision issue, the legacy CSI report includes a priority value to be used in the situation when the time occupancy of the physical channels scheduled to carry CSI reports overlap in at least one OFDM symbol and are transmitted on the same carrier. When CSI report is generated based on AI/ML model, i.e., the output of CSI generation part, similar approach as supported in the legacy CSI report may be considered as a starting point. 
Proposal 5: For CSI compression using two-sided model sub use case, potential CSI collision case can be handled by adding a priority value in each AI/ML-based CSI report (as in the legacy CSI report) as starting point.
 Conclusions
In this contribution, we discussed our view on some high priority remaining issues related to AI/ML-based CSI feedback compression for aspects other than the evaluation methodology and our observations and proposals are as follows.
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	                 Training types

Characteristics
	Type 1
	Type 2
	Type 3

	
	NW-sided
	UE-sided
	
	NW-sided
	UE-sided

	Feasibility of allowing UE side and NW side to develop/update models separately, including train a new UE/NW-side model compatible with NW/UE-side model in use
	Feasible but limited
(Note 2)  
	Feasible but limited
(Note 2)
	Infeasible
	Feasible/Support
	Feasible/Support


Proposal 2: For CSI compression using two-sided model sub use case, if prioritization among various training types is needed for Rel-18 and agreed among companies, prioritize the training type(s) that involve less specification impact and/or have less LCM and interworking complexity for Rel-18.
Proposal 3: For CSI compression using two-sided model sub use case, study potential specification impact to support NW configuring at least the following for AI/ML based approach:
· The maximum CSI payload size 
· A set of supported CSI payload sizes 
· Constraints/restrictions if applicable, e.g., rank restriction
Proposal 4: For CSI compression using two-sided model sub use case, study potential specification impact of reporting/decomposing CSI in/into multiple parts as in the legacy CSI report, i.e., CSI part 1 and CSI part 2, at least as a starting point.
Proposal 5: For CSI compression using two-sided model sub use case, potential CSI collision case can be handled by adding a priority value in each AI/ML-based CSI report (as in the legacy CSI report) as starting point.
Observation 1: For CSI compression using two-sided model sub use case, our views on the pros and cons across training collaboration types for the identified aspects are summarized in Table 2.1-1 based on the Proposed observation 2-1-1(v3) discussed during RAN1#112bis-e.
Observation 2: For CSI compression using two-sided model sub use case, pros and cons of each training type may depend on various factors like how training dataset is designed, whether additional information is available, what training technique is leveraged, etc. Thus, many of the pros and cons, or feasibility may be subjective and implementation-dependent, not objective.
Observation 3: For CSI compression using two-sided model sub use case, no specific training type can provide all the desirable benefits based on the aspects analyzed and it may not be practical to prioritize based on the aspects identified so far across different views from companies.
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