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[bookmark: _Ref111130008]1	Introduction
In [1], the Rel-18 work item for NR MIMO evolution was agreed. The following two objectives of the work item concern CSI enhancements:  
1. Study, and if justified, specify CSI reporting enhancement for high/medium UE velocities by exploiting time-domain correlation/Doppler-domain information to assist DL precoding, targeting FR1, as follows:
0. [bookmark: _Hlk101857356]Rel-16/17 Type-II codebook refinement, without modification to the spatial and frequency domain basis
0. UE reporting of time-domain channel properties measured via CSI-RS for tracking
…
4. Study, and if justified, specify enhancements of CSI acquisition for Coherent-JT targeting FR1 and up to 4 TRPs, assuming ideal backhaul and synchronization as well as the same number of antenna ports across TRPs, as follows:
0. Rel-16/17 Type-II codebook refinement for CJT mTRP targeting FDD and its associated CSI reporting, taking into account throughput-overhead trade-off
0. SRS enhancement to manage inter-TRP cross-SRS interference targeting TDD CJT via SRS capacity enhancement and/or interference randomization, with the constraints that 1) without consuming additional resources for SRS; 2) reuse existing SRS comb structure; 3) without new SRS root sequences
0. Note: the maximum number of CSI-RS ports per resource remains the same as in Rel-17, i.e. 32




In this contribution, we discuss our views on TRS based TDCP reporting, CSI enhancement for high/ medium UE velocities, and CSI enhancement for coherent JT.




[bookmark: _Ref178064866]2	TRS-based time-domain channel property reporting 
2.1 Simulation analysis on focused use cases
In RAN1#109e meeting, RAN1 made agreement on use bases for TRS based TDCP reporting. In our contribution [3], we presented system simulation results on one important use case for TDCP reporting: aiding the gNB to select the best CSI acquisition scheme for DL precoding. A short summary of the 2 evaluated use cases is captured here.
Use case 1: Reciprocity- vs. feedback-based CSI
[bookmark: _Toc111218149][bookmark: _Toc111219836]Here we compare system level performance between two CSI acquisition schemes, one based on UE feedback and one based on UL measurements on SRS. For simulation parameter settings, see Appendix 7A.
[image: ][image: ]
[bookmark: _Ref108180844]Figure 1. Relative mean user throughput vs. UE speed for reciprocity- and feedback-based CSI. Left: 16 gNB antenna ports. Right: 32 gNB antenna ports.
The results show that reciprocity-based precoding has better performance at 3 km/h for both SU-MIMO and MU-MIMO. However, at UE speeds around 10 km/h the feedback-based precoding starts to outperform reciprocity-based precoding. Hence, the feedback-based precoding is more robust to rapidly varying channels. 
Use case 2: Type I vs. Type II CSI
Here we make a similar comparison as in previous section but now comparing performance for precoding based on Type I or Type II CSI feedback. In this case, the baseline scheme for comparison is SU-MIMO using Type I CSI feedback. For Type II CSI, the Rel-16 regular codebook with parameter combination 5 was used. Other simulation parameters are the same as in the previous section.
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[bookmark: _Ref108187072]Figure 2. Relative mean user throughput vs. UE speed for Type I and Type II CSI. Left: 16 gNB antenna ports. Right: 32 gNB antenna ports.

Figure 2 shows that Type II CSI gives better performance at 3 km/h; but at UE speeds around 10 km/h and higher, type I gives better performance. Hence, precoding based on Type I CSI feedback is more robust to channel ageing than Type II CSI feedback. 
The results in these two sections show that there is a need to be able to identify channel ageing conditions corresponding to a UE speed of around 10 km/h in this scenario in order to select the best CSI acquisition scheme for DL precoding. However, it should be stressed that the UE speed is not the important parameter per se, since the channel variations also depend on other factors such as the relative angles between the UE velocity vector and the different channel rays (which are random in a system simulation). The important parameter is how fast the channel varies which can be quantified by, e.g., the channel autocorrelation function. In general, a speed of 10 km/h corresponds to a channel correlation time which is significantly longer than two slots. Therefore, in order to be able to detect such low speed conditions from a TDCP report, support for measuring and reporting autocorrelation lags over multiple TRS bursts is needed. 
[bookmark: _Toc118704152][bookmark: _Toc119398029]There is a need to be able to identify how fast the channel varies in order to select the best CSI acquisition scheme for DL precoding.
[bookmark: _Toc118704153][bookmark: _Toc119398030]The cross-over points of performance for both evaluated use cases are at low speed, e.g., 10km/h.

2.2 TDCP report parameter
In the subsections below we provide our view and evaluation results on each alternative to aid down selection. The simulation assumptions for all LLS results presented in this section are given in Appendix 7A.

2.2.1 A1 Max Doppler shift minus Min Doppler shift
The maximum Doppler shift is a very bad measure of how the channel varies with time, since the maximum Doppler shift is often given by the Doppler shifts of channel paths that have so low power that they have negligible impact on how fast the channel varies with time as illustrated in Figure 3. This is, e.g., true for the CDL channels we use in 3GPP as well as for the system simulation fast fading models in 38.901.
[image: ]
[bookmark: _Ref118207141]Figure 3 For realistic channels the estimated maximum Doppler shift minus minimum Doppler shift depends strongly on whether low power channel rays are detectable above noise or not. The Doppler shift is proportional to the cosine of the angle between the channel ray and the direction of the UE. The Doppler shift can thus be illustrated as the projection of the channel ray onto the direction of the UE. In the left-hand figure only the strong channel rays are detected and thus the estimated maximum Doppler shift minus minimum Doppler shift is a small fraction of  as illustrated by the green projection onto the direction of the UE. In the right-hand figure also the weak channel ray is detected and thus the estimated maximum Doppler shift minus minimum Doppler shift is almost equal to  as illustrated by the green projection onto the direction of the UE.

 In Figure 4 and Figure 5, the autocorrelation function is shown for three different channels with the same UE velocity and maximum doppler shift  but with vastly different channel variability in time. This clearly shows that the maximum doppler shift  isn’t a good measure of channel variability in time.

[image: ]
[bookmark: _Ref117699015]Figure 4 Ideal autocorrelation function for different channels with the same UE speed 3km/h and same corresponding maximum Doppler shift. For the CDL-A channel the autocorrelation is given for two different directions for the UE velocity.
[image: ]
[bookmark: _Ref117699017]Figure 5 Ideal autocorrelation function for different channels with the same UE speed 10km/h and same corresponding maximum Doppler shift. For the CDL-A channel the autocorrelation is given for two different directions for the UE velocity.
The autocorrelation function depends strongly on the AoA spread and ZoA spread. For TDL channels the AoA is homogenously spread over all angles and thus the autocorrelation for TDL-A fits perfectly with the Jakes model. For CDL channels the AoA and ZoA is modeled in a more realistic way with a certain spread. The autocorrelation function for CDL-A differs a lot from the autocorrelation function of TDL-A even though the UE velocity and the maximum doppler shift is the same. If the maximum doppler shift was reported the same value would be reported for all the three channels despite the fact that the channel variability is vastly different. Since we are interested in how fast the channel varies with time, we should therefore use the autocorrelation function rather than the maximum doppler shift.
To make this concrete, let’s look at our use cases. In order to decide whether to use Type I, Type II, or reciprocity based precoding we need to know how much the channel changes or ages over a CSI-RS/feedback or SRS period. A typical value for these periods is  or equivalently 10 slots. The breakpoint UE speed between the precoding modes is around 10km/h. For 10km/h and 3.5GHz carrier frequency we get  and Jakes will tell us that the channel autocorrelation for a lag of 5ms is . From Figure 5 we can see, however, that for CDL-A the real value for the autocorrelation is 0.867. This is a huge error. We note that an Autocorrelation value of one corresponds to a constant channel, and that the Autocorrelation goes down with increasing channel variability. Thus, channel variability is measured by one minus the Autocorrelation. The relative error of the channel variability measure is thus

i.e. the channel variability is over estimated by almost a factor two.

[bookmark: _Toc118704154][bookmark: _Toc119398031]Maximum doppler shift would be the same for channels with vastly different channel variabilities, and it does not reflect how fast channel varies with time.
[bookmark: _Toc118704155][bookmark: _Toc119398032]In a concrete example relevant for the agreed use cases the channel variability is overestimated by almost a factor two (92%) when maximum Doppler shift minus Minimum Doppler shift is used as TDCP measure even when assuming ideal estimation.

[bookmark: _Toc118704392][bookmark: _Toc119398069]The maximum Doppler shift should not be used as TDCP measure
In Conclusion 3.A.2 at RAN1#110bis-e the A1 alternative is described as follows

	TDCP report
	What to report (possible spec impact, not an agreement yet)
	How to calculate: examples, possible UE implementation for evaluation (companies are to state their calculation method)
	Support (per RAN1#110bis-e)

	A1. Doppler spread
	One Doppler spread value, i.e. . (see column 3 of A1) 


	The normalized channel correlation for each delay  can be calculated as follows  

where  indicates the time domain estimated channel at delay  in symbol i within a TRS burst. Further averaging for multiple TRS busts is necessary. 

The UE can optionally perform interference/noise reduction to get .

The Doppler for each delay can be calculated as 

Where  is the time duration for an OFDM symbol.

To calculate , the UE can search candidate  to minimize the error of 



UE does not need to calculate  for the each tap, but it only needs to calculate it for top N tops. From multiple , the UE can calculate the following:



	vivo, Google, LG, OPPO, Huawei/HiSi, Xiaomi, Mavenir, Apple (1st pref), IDC, Spreadtrum, NEC (2nd pref), 



To avoid confusion, we note that the nomenclature is a bit different as compared to what is used in e.g. Alt. B. The channel correlation lag ( in alt B ) is here given by

while  here denotes the delay (sample time) within an OFMD symbol (i.e. it corresponds to the subcarrier index n in alt. B, but transformed to the time domain).
We note that the absolute value of the normalized channel correlation  is identically equal to one


It’s stated that the Doppler shifts can be calculated as


The argument  of the Besselfunction is, however, real and positive, and  is therefore real. The only possible real values for  are , and the only solution to the above equation is 


Thus, we can’t see how the above equation can be used to estimate the Doppler shifts. To perform the proposed least square optimization will not give anything at all.
To make any sense of A1 we therefore have to modify the proposal in some way. In the subsections below we give two alternative ways to do that.
[bookmark: _Ref118096330]2.2.1.1 A1a Channel peak based Max Doppler shift minus Min Doppler shift 
Based on


The frequency offsets relative to the RX frequency can be calculated as

where some phase ambiguity technique is needed to decide the integer value . One possibility is to select  so small that one can be sure that  even for a high speed UE. This does, however, give very bad accuracy for low and medium speed UEs and therefore one would typically use multiple values for the lag , using the lower lags to resolve the phase ambiguity for larger lags.
If the UE detects the same N peaks in the channel impulse response at two different time instances (symbols i and j) it can thus calculate the frequency offset for each peak and define


And finally, the wanted measure can be calculated as

To measure the relative Doppler shift of a number of channel peaks in this way is a very complex measurement. It relies on the following steps 
1. Identify channel peaks in the channel impulse response
a. As best as possible given limited time resolution that merge multiple peaks into one
b. As best as possible despite very limited or no resolution in angle of arrival which merges multiple peaks into one
c. Avoiding side peaks and noise peaks
2. Match channel peaks identified at different time instances (a non-trivial matter since peaks will move in time due to fast fading)
3. Estimate the Doppler shift of each identified and matched peak resolving phase ambiguities.
[bookmark: _Toc118704156][bookmark: _Toc119398033]Estimating the maximum Doppler shift based on channel peak(s) estimate is very complex.
We have implemented such an algorithm. We know that even if it performs perfectly without errors it will still be a very bad measure of channel variability, as demonstrated in the beginning of section 2.2.1 above. Still, it can be interesting to investigate the accuracy of such a measure and to compare it with an Autocorrelation based estimate. To compare this algorithm with autocorrelation estimation is a bit hard since they measure different things. We note, however, that for TDL channels the analytic form of the Autocorrelation function and the Doppler spectrum are known and using this fact we can translate a maximum Dopplershift measurement into an autocorrelation measurement or vice versa, i.e. using that for the TDL channels we have

Note, that since we are using a TDL channel which is based on the Jakes model we will not see the fundamental problem of the max Dopplershift measure which makes it completely fail in estimating channel variability for more realistic channel models like the CDL models. Here, we are only after a comparison of the accuracy of the measures, not the bias.
In Figure 6 we see that the Autocorrelation based method outperforms the channel peak based method in terms of accuracy. This is true independently of whether the comparison is made in terms of Doppler spread or in terms of Autocorrelation.
We note that a measurement of  doesn’t correctly measure the channel variability that we are after, and is much more complex and gives worse accuracy than the autocorrelation based method.
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[bookmark: _Ref117698276]Figure 6 Comparison of the accuracy of channel peak based max minus min Dopplershift estimation and Autocorrelation estimation. In order to compare the methods, a TDL channel is used allowing simple conversion between Autocorrelation and max minus min Dopplershift. Note, that since we are using a TDL channel which is based on the Jakes model we do not see the fundamental problem of the max Dopplershift measure which makes it completely fail in estimating channel variability for more realistic channel models like the CDL models.

[bookmark: _Toc118704157][bookmark: _Toc119398034]Autocorrelation based estimation completely outperforms estimation of relative Doppler shift per channel peak (the TDL-A channel is used allowing simple conversion between Autocorrelation and max minus min Doppler shift).

2.2.1.2 A1b Autocorrelation based Max Doppler shift minus Min Doppler shift 
To make any sense of the use of the curve fit to the Bessel function in the description of A1 we have to replace  with the autocorrelation

where

and  is the channel for subcarrier n. For the TDL channels that are based on the Jakes model we have


Thus, for TDL channels this type of curve fitting can be used to estimate . For more realistic channels like the CDL channels or the system simulation models in 38.901 this doesn’t work since the Autocorrelation function for these channels don’t have the Jakes form (see Figure 4 and Figure 5). In Figure 7 we show the result of anyway performing the fit to the Bessel function. As expected, it fails for the CDL channels.

[image: ]
[bookmark: _Ref118189481]Figure 7 Estimation of the maximum Dopplershift based on fitting of the estimated Autocorrelation to the analytic form  of the Autocorrelation applicable to the Jakes model. As can be seen this works well for the TDL-A channel while it fails for the CDL-A channel. The Autocorrelation was estimated for the lags 4 symbols and for the lags 1, 5, 10, 20 and 40 slots. For the CDL-A channel results are given for two UE directions. The results for the TDL channel are independent of the UE direction.

[bookmark: _Toc118704158][bookmark: _Toc119398035]The maximum minus minimum Doppler shift can’t be estimated through curve fitting to the Jakes form of the Autocorrelation function for realistic channels like the CDL channels or the system simulation models in 38.901 since the Autocorrelation function for these channels don’t have the Jakes form.
The only commonality in the form of the Autocorrelation functions for different channels is the low lag form

where  is the second moment of the Doppler power spectrum. This form applies to Jakes just as for all other channels. For Jakes we have


We note that for the Jakes channel we have

We note that if one estimates  by fitting the estimated autocorrelation  to  for small autocorrelation lags , then  is a measure of , i.e. the second moment of the Doppler power spectrum times the square root of two and not of . For the Jakes channel this coincides with , but that is not true for other more realistic channels. Thus, the proposed estimator is an estimator of the second moment of the Doppler power spectrum and not of  when applied to low lags. For large lags there is no way to make any sense of this estimator for realistic channels.
To estimate the second moment of the Doppler power spectrum, it would of course make more sense to fit the Autocorrelation to the simple low lag form

than to fit to the Bessel function, but for low lags the end result would be the same.
We note also that the second moment of the Doppler power spectrum can only be used as a measure of channel variability over small lags. For large lags the deviation from the low lag expansion can be big, as can be seen in Figure 8. Note that for the CDL-A channel the difference between the ideal Autocorrelation and the low lag expansion is huge at a lag of 10ms (20 slots).
[image: ]
[bookmark: _Ref117763548]Figure 8 Comparison of ideal autocorrelation functions and the low lag expansion of the same autocorrelation functions, for TDL-A and CDL-A.

2.2.2 A2 Relative Doppler shift per resource

	TDCP report
	What to report (possible spec impact, not an agreement yet)
	How to calculate: examples, possible UE implementation for evaluation (companies are to state their calculation method)
	Support (per RAN1#110bis-e)

	[bookmark: _Hlk117852387]A2. Relative Doppler shift per resource
	With N>=1 TRS resources: 
Doppler shift per resource (e.g. differential or absolute)
	· Doppler shift fd is derived based on the following equation: fd = angle(r)/(2*pi*t)
· where r is the channel correlation measured from different TRS symbols and t is the time domain interval for the channel correlation. 
· For differential manner, the differential value (e.g., relative Doppler shift) is: fd - fd_reference 

	ZTE, ..



Since the UE has no access to the TX frequency the absolute Doppler shifts can’t be measured. Only relative Doppler shifts are measurable. Thus, the proposal makes sense only for more than one TRS resource, i.e. N>1. One TRS resource is needed as reference, and only the relative Doppler shift with regards to this reference can be measured and reported.
[bookmark: _Toc118704159][bookmark: _Toc119398036]Since the UE has no access to the TX frequency, absolute Doppler shifts can’t be measured. Therefore, only the differential values in alternative A2 “Relative Doppler shift per resource” can be measured and reported. Also, the number of TRS resources has to be larger than one since one TRS resource needs to be used as reference.
The Doppler shift depends on the AoA and ZoA and not on the AoD and ZoD. The Doppler shift is therefore only in a very indirect way dependent on the TX beam. In fact, the dependence would be expected to be small. Therefore, we don’t see any value in measuring the relative Doppler shift for TRSs transmitted over different TX beams from the same TRP.
[bookmark: _Toc118704160][bookmark: _Toc119398037]Doppler shift depends on AoA and ZoA, not on the AoD and ZoD, and thus it has very small dependence on TX beam. Thus, there is no value in measuring the relative Doppler shift for TRSs transmitted over different TX beams from the same TRP
Thus, the TDCP alternative A2 “Relative Doppler shift per resource” gives no information on how fast the channel varies with time and is thus not of any use for the use cases for precoding mode selection (reciprocity, Type I, Type II) or for selection of CSI-RS/feedback periodicity.
[bookmark: _Toc118704161][bookmark: _Toc119398038]The TDCP alternative A2 “Relative Doppler shift per resource” gives no information on how fast the channel varies with time and is thus not of any use for the use cases for precoding mode selection (reciprocity, Type I, Type II) or for selection of CSI-RS/feedback periodicity.
We note that reporting of the Relative Doppler shift for TRS resources coming from different TRPs could be used for Doppler pre-compensation in HST scenarios. However, multi-TRP use case has not been agreed in the work and evaluation scope of TDCP reporting, and hence, we don’t think this is a prioritized use-case for the current work.
[bookmark: _Toc118704162][bookmark: _Toc119398039]The TDCP alternative A2 “Relative Doppler shift per resource” could be used to report the Relative Doppler shift for TRS resources coming from different TRPs which could be used for Doppler pre-compensation in HST scenarios. However, multi-TRP use case is not agreed for TDCP reporting, and hence we don’t think this is a prioritized use-case for the current work.
Relative Doppler shifts of different TRSs should not be used as a TDCP report parameter.
[bookmark: _Toc118704393][bookmark: _Toc119398070]“Relative Doppler shifts of different TRSs” should not be used as a TDCP report parameter.



2.2.3 A3 Single Doppler shift

	TDCP report
	What to report (possible spec impact, not an agreement yet)
	How to calculate: examples, possible UE implementation for evaluation (companies are to state their calculation method)
	Support (per RAN1#110bis-e)

	A3 Single Doppler shift
	One Doppler shift value
	· The average Doppler shift across multiple delay-paths/peaks in measured CIR
· UE calculates and selects the first M peaks/delay-paths according to CIR (Channel Impulse Response)/ PDP (Power Delay profile) 
· UE calculates Doppler shifts fd,0…. fd,M-1according to M peaks/delay-paths respectively
· UE calculates and reports average Doppler shift by power weighted, i.e.

· Maximum Doppler shift across multiple delay-paths/peaks in measured CIR
· UE calculates and selects the first M peaks/delay-paths according to CIRn/ PDPn 
· UE calculates Doppler shifts fd,0…. fd,M-1according to M peaks/delay-paths respectively
· UE reports Maximum Doppler shifts fd,max among the M peaks/delay-paths
	CATT



Since the UE doesn’t have access to the absolute TX frequency the UE has no way of measuring the absolute Doppler shift of the received signal. The UE measure proposed in bullet one above would give the power weighted average frequency offset relative to the RX down-conversion frequency used by the UE. It would thus, only give information about the algorithm the UE is using to set its RX down-conversion frequency. In fact, if the UE uses the power weighted average frequency offset to set its RX down-conversion frequency, the measure will be zero.

[bookmark: _Toc118704163][bookmark: _Toc119398040]Since the UE doesn’t have access to the absolute TX frequency the UE has no way of measuring the absolute Doppler shift of the received signal. The first sub-alternative (first bullet) “The average Doppler shift across multiple delay-paths/peaks in measured CIR” for TDCP alternative A3 “Single Doppler shift” thus carries no useful information.
The second bullet above describes the same TDCP measure that we have already discussed in sub-section 2.2.1.1 “A1a Channel peak based Max Doppler shift minus Min Doppler shift”. Our comments on this method can be read in that subsection. The conclusion is that this is a very bad measure of channel variability and should not be adopted as the TDCP measure.

[bookmark: _Toc118704394][bookmark: _Toc119398071]The TDCP measure alternative A3 “Single Doppler shift”, should not be adopted.


2.2.4 A4 Relative Doppler shift per CIR peak

	TDCP report
	What to report (possible spec impact, not an agreement yet)
	How to calculate: examples, possible UE implementation for evaluation (companies are to state their calculation method)
	Support (per RAN1#110bis-e)

	A4. Relative Doppler shift per CIR peak
	With M identified peaks in measured CIR: 
(1) N Doppler shifts;
(2) M values of delay shift in CIR
	· UE-side:
· UE calculate and select the first M peaks/delay-paths according to CIRn/ PDP 
· UE calculate  Doppler shifts fd,0…. fd,M-1  according to M the m-th peak/delay-path respectively
· UE reports  Doppler shift FFS: M/N is pre-defined by the specification or configured by gNB 
· gNB-side:
· gNB matches fd,0 to the strongest path measured by SRS
· gNB matches N Doppler shifts fd,1…fd,M-1 to the M paths measured by SRS
· gNB matches M-1 paths  measured by SRS according to (M-1) differential Delay shifts to the strongest path or (M-1) Delay shifts reported by UE
	CATT, Huawei/HiSi



To measure the relative Doppler shift of a number of channel peaks is a very complex measurement. It relies on the following steps 
1. Identify channel peaks in the channel impulse response
a. As best as possible given limited time resolution that merge multiple peaks into one
b. As best as possible despite very limited or no resolution in angle of arrival which merges multiple peaks into one
c. Avoiding side peaks and noise peaks
2. Match channel peaks identified at different time instances (a non-trivial matter since peaks will move in time due to fast fading)
3. Estimate the Doppler shift of each identified and matched peak resolving phase ambiguities.
[bookmark: _Toc118704164][bookmark: _Toc119398041]To measure the relative Doppler shift of a number of channel peaks is a very complex measurement.
For the purpose of estimating channel variability/aging e.g. for selecting precoding mode (e.g. reciprocity/Type I/Type II) or CSI-RS/reporting periodicity it performs worse than using the autocorrelation as shown through simulations in section 2.2.1.1 A1a Channel peak based Max Doppler shift minus Min Doppler shift.

[bookmark: _Toc118704165][bookmark: _Toc119398042]For the purpose of estimating channel variability/aging e.g. for selecting precoding mode (e.g. reciprocity/Type I/Type II) or CSI-RS/reporting periodicity alternative A4 “Relative Doppler shift per CIR peak” performs worse than using the autocorrelation (alt B).
The proponents of this measure argue for the use of this measure in combination with reciprocity (i.e. SRS) based operation to aid gNB side predicition of the channel. For the current work item we are, however, interested in a simple measure which UE and chipset manufacturers can be expected to implement and which can aid the gNB in selecting precoding mode and CSI-RS/reporting periodicity.
We therefore propose not to adopt alternative A4.

[bookmark: _Toc118704395][bookmark: _Toc119398072]Alternative A4 “Relative Doppler shift per CIR peak” should not be adopted in Rel. 18.

2.2.5 A5 Doppler spread estimated from peak Doppler frequency

	TDCP report
	What to report (possible spec impact, not an agreement yet)
	How to calculate: examples, possible UE implementation for evaluation (companies are to state their calculation method)
	Support (per RAN1#110bis-e)

	A5. Doppler spread estimated from peak Doppler frequency
	DFT index corresponding to the peak Doppler frequency: 

where



and  is the TRS time-correlation function

, 

where  is the TRS measurement on subcarrier  at time 

	
	Nokia/NSB



We note that this is an alternative way to measure the maximum Doppler shift as compared to alternative A1 discussed in section 2.2.1. As shown in that section the maximum Doppler shift is a very bad measure of channel variability for realistic channels like the CDL channels.

[bookmark: _Toc118704166][bookmark: _Toc119398043]The TDCP measure A5 “Doppler spread estimated from peak Doppler frequency”, (the maximum Doppler shift) is a bad measure of channel variability for realistic channels like the CDL channels.
Here the maximum Doppler shift estimate is based on the UE first performing measurements of the channel autocorrelation for a number of lags. We note that the autocorrelation is a direct measure of channel variability, and thus a much better measure of channel variability than the maximum Doppler shift. Clearly, it doesn’t make sense to perform complex calculations of a quantity (the maximum Doppler shift) that is much worse than the original quantity (the autocorrelation).

[bookmark: _Toc118704167][bookmark: _Toc119398044]The method for estimating the TDCP measure A5 “Doppler spread estimated from peak Doppler frequency”, (the maximum Doppler shift) is based on the UE first performing measurements of the channel autocorrelation for a number of lags. The autocorrelation is a direct measure of channel variability, and thus a much better measure of channel variability than the maximum Doppler shift. Clearly, it doesn’t make sense to perform complex calculations of a quantity that is much worse than the original quantity (the autocorrelation).
The proposed method involves a DFT of the Autocorrelation. This is complex and requires measurements of the autocorrelation for a large number of equally spaced lags to give sufficient accuracy for the estimation of the maximum Doppler shift. This means that many equally spaced TRS symbols are needed, which results in a large TRS overhead. It also means that the UE needs to perform many autocorrelation estimates. 

[bookmark: _Toc118704168][bookmark: _Toc119398045]The method for estimating the TDCP measure A5 “Doppler spread estimated from peak Doppler frequency”, (the maximum Doppler shift) involves a DFT of the Autocorrelation. This is complex and requires measurements of the autocorrelation for a large number of equally spaced lags to give sufficient accuracy for the estimation of the maximum Doppler shift. This results in big complexity for the UE and a large TRS overhead.
The TDCP measure alternative A5 “Doppler spread estimated from peak Doppler frequency”, (the maximum Dopplershift) should not be adopted.

[bookmark: _Toc118704396][bookmark: _Toc119398073]The TDCP measure alternative A5 “Doppler spread estimated from peak Doppler frequency”, (the maximum Dopplershift) should not be adopted.

2.2.6 B Time-domain correlation profile
	TDCP report
	What to report (possible spec impact, not an agreement yet)
	How to calculate: examples, possible UE implementation for evaluation (companies are to state their calculation method)
	Support (per RAN1#110bis-e)

	B. Time-domain correlation profile 
	Amplitude A(t,τ) vs. delay value τ, e.g. Non-zero quantized version of amplitude A(t,τ) for a number of delay values τ (quantized amplitude vs delay)

Example equation 

where

and  is the channel for subcarrier n.

	· Normalized auto-correlation of a time series measured from a TRS resource.
· Multiple auto-correlation values can be calculated from different lags of the same resource or different resources
· The autocorrelation can be estimated by replacing the channel  for subcarrier n in the defining formula in column 2, with the matched filter subcarrier components   of the received signal  where  is the complex conjugate of the known transmitted TRS signal. For  one can use the arithmetic average over the two TRS symbols separated by the time  , i.e.


Or, alternatively, one may use the geometric average for , i.e. 


Further methods to remove noise bias and to suppress noise can be used.

	Samsung, Ericsson, MediaTek, vivo, Qualcomm, DOCOMO, OPPO, Sharp, Lenovo (highlighted bullet), Apple (2nd pref), IDC, NEC (1st pref), CEWiT, Fraunhofer IIS/HHI,



Cross correlation in time, or equivalently the autocorrelation function is our preferred TDCP report parameter.
All use cases considered rely on knowledge about how fast the channel varies with time. This is directly captured by the normalized autocorrelation function (i.e., the cross correlation in time). The normalized autocorrelation function is also easily defined and measurable in a direct way with low complexity. We therefore propose that the autocorrelation (i.e., the cross correlation in time) should be selected as TDCP quantity.
[bookmark: _Toc118704397][bookmark: _Toc119398074]Autocorrelation (i.e., the cross correlation in time) should be reported as TDCP parameter for TRS based TDCP reporting as the TDCP quantity.
The cross-correlation for correlation lag  at time  is defined as

where  is the channel for subcarrier n. The normalized cross correlation is given by

Using that the Doppler power is the Fourier transform of the autocorrelation in the autocorrelation lag variable  we find that

where for simplicity we have suppressed the variable t and  is the first moment of the Doppler power spectrum:

Thus, we see that the phase of the autocorrelation captures the frequency offset of the down conversion frequency relative to the first moment of the Doppler power spectra. One may also note that a change of RX down conversion frequency results in a phase rotation with time of the baseband channel  and thus it results also in a phase rotation  of  with the lag . Thus, we see that the phase of the autocorrelation only tells us something about how the UE selects its down conversion frequency. This is something which is left to UE implementation and is of no interest to us. Note also that the UE selects its RX down conversion frequency based on a frequency estimate of the RX signal. The RX down conversion frequency is thus not the TX frequency but the Doppler shifted RX frequency. The phase of the autocorrelation will thus, not capture the Doppler shift of the RX signal.
What we are after is the channel variability which is captured by the absolute value of the autocorrelation function. We therefore propose that the absolute value of the normalized autocorrelation 

should be reported as TDCP measure.
[bookmark: _Toc118704169][bookmark: _Toc119398046]It is the absolute value of the cross-correlation that carries useful information on the channel variability. The phase of the cross-correlation doesn’t carry any useful information.
The autocorrelation can be estimated by replacing the channel  for subcarrier  in the defining formulas with the matched filter subcarrier components =∙ of the received signal  where  is the complex conjugate of the known transmitted TRS signal. Given two TRS symbols at time  and  we can thus estimate the absolute value of the autocorrelation for lag  as

We note that since we take absolute value, the measure becomes insensitive to any phase jumps occurring between the time  and .
To perform the normalization and calculate the absolute value of the normalized autocorrelation function

we also need the autocorrelation for lag zero which can be estimated by averaging over the two TRS symbols at time  and . This can be done as a normal arithmetic mean

or it can be performed as a geometric mean

In our simulations we see that the two normalization methods give the same result except for at very low delay spread. We note that the geometric mean has the benefit of being insensitive to AGC while the arithmetic mean allows estimation of overall power variations of the channel. The overall power variations of the channel should not be crucial for the selection of precoder and should thus not be important for the agreed use cases. We therefore think that geometric normalization is a good method to achieve insensitivity with regards to AGC.
Thus, we conclude that the absolute value of the normalized autocorrelation is very easy and straight forward to estimate in a way that is insensitive both to phase jumps and AGC.
[bookmark: _Toc118704170][bookmark: _Toc119398047]The normalized autocorrelation is very easy and straight forward to estimate in a way that is insensitive both to phase jumps and AGC and has low complexity.
One may note that the autocorrelation may alternatively be estimated in the time domain since according to Parseval’s theorem we have

where  is the IDFT of . One can then easily suppress noise by removing samples dominated by noise, i.e.

where the sum over time samples is restricted to a set  of samples defined to suppress noise, e.g. by using a noise threshold such as e.g.

where  and  are noise estimates. Alternatively, noise could be suppressed through filtering of .
In Figure 9 to Figure 14 we show the RMS error of autocorrelation estimation based on a single measurement occasion for the CDL-A channel with 100ns delay spread and 3, 10, 20, 30, 60 and 120km/h. For the rms error in absolute numbers is a bit hard to judge if it’s good or not. E.g. an RMS error of 0.05 sounds very good but if the autocorrelation is 0.95, a 0.05 error means that we can’t even distinguish the channel from a constant channel with autocorrelation equal to one. We therefore also give the RMS error in percentage of the deviation of the average autocorrelation from one. One way to see this is that we are after is really the “channel variability”, which we may define as “one minus the autocorrelation”, so that the “channel variability” is 0 for a constant channel (zero UE velocity) and grows with UE velocity. It then makes sense to give the RMS error of the channel variability in relative terms.
In Figure 9 for CDL-A 3km/h we see that the low 4 symbol lag gives a small absolute RMS error but the relative RMS error is above 100% (and thus off the chart). Such an estimate can give us a limit on how large the channel variability can be (e.g. an autocorrelation estimate with value 0.95 and standard deviation 0.05 means that the autocorrelation is larger than 0.9 with one sigma confidence), but it can’t distinguish the estimated channel from the constant channel or give a quantitative estimate of the channel coherence time. For that an autocorrelation estimate for a larger lag is needed.
Looking at Figure 9 to Figure 14 we see that we can always get a good accuracy for the autocorrelation measurement through selection of the appropriate autocorrelation lag.
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[bookmark: _Ref118450129]Figure 9 The rms error of the autocorrelation estimate for CDL-A, 3km/h, 100ns delay spread, 20MHz bandwidth. In the left-hand figure the rms error is given in absolute numbers, In the right-hand figure the rms error is given relative to “one minus the average autocorrelation”, i.e. relative to the deviation from a constant channel for which the autocorrelation is equal to one.
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Figure 10 The rms error of the autocorrelation estimate for CDL-A, 10km/h, 100ns delay spread, 20MHz bandwidth. In the left-hand figure the rms error is given in absolute numbers, In the right-hand figure the rms error is given relative to “one minus the average autocorrelation”, i.e. relative to the deviation from a constant channel for which the autocorrelation is equal to one.
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Figure 11 The rms error of the autocorrelation estimate for CDL-A, 20km/h, 100ns delay spread, 20MHz bandwidth. In the left-hand figure the rms error is given in absolute numbers, In the right-hand figure the rms error is given relative to “one minus the average autocorrelation”, i.e. relative to the deviation from a constant channel for which the autocorrelation is equal to one.
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Figure 12 The rms error of the autocorrelation estimate for CDL-A, 30km/h, 100ns delay spread, 20MHz bandwidth. In the left-hand figure the rms error is given in absolute numbers, In the right-hand figure the rms error is given relative to “one minus the average autocorrelation”, i.e. relative to the deviation from a constant channel for which the autocorrelation is equal to one.
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Figure 13 The rms error of the autocorrelation estimate for CDL-A, 60km/h, 100ns delay spread, 20MHz bandwidth. In the left-hand figure the rms error is given in absolute numbers, In the right-hand figure the rms error is given relative to “one minus the average autocorrelation”, i.e. relative to the deviation from a constant channel for which the autocorrelation is equal to one.
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[bookmark: _Ref118450136]Figure 14 The rms error of the autocorrelation estimate for CDL-A, 120km/h, 100ns delay spread, 20MHz bandwidth. In the left-hand figure the rms error is given in absolute numbers, In the right-hand figure the rms error is given relative to “one minus the average autocorrelation”, i.e. relative to the deviation from a constant channel for which the autocorrelation is equal to one.
We propose that the autocorrelation function  is measured and reported for a number of autocorrelation lags, corresponding to the lags between TRS symbols in a single TRS-burst, as well as lags between different TRS bursts. This gives the most detailed information about the channel variation over different lags. The signalling load for reporting the Autocorrelation for a small number of autocorrelation lags is very small compared to the normal CSI-feedback. In addition, it can be reported with lower periodicity. Thus, the overhead is negligible compared to the normal CSI-feedback.
[bookmark: _Toc118704171][bookmark: _Toc119398048]Autocorrelation function for a number of autocorrelation lags, corresponding to the lags between TRS symbols in a single TRS-burst as well as lags between different TRS bursts, is the best method for TRS based TDCP reporting.
For more details on for what lags the autocorrelation should be estimated and reported see section 2.3.
2.2.7 Additional comparison of A vs. B using SCS metric
In this section, we provide additional results using the SCS metric proposed in [5].  When it comes to the SCS comparison we show that Alt B is superior to Alt A. 
The figures below show that Maximum minus minimum Doppler shift completely fails to differentiate SCS variations for a CDL-A channel, while the autocorrelation does a good job in differentiating SCS variations.
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[bookmark: _Toc119398049]Maximum minus minimum Doppler shift completely fails to differentiate SCS variations for a CDL-A channel, while autocorrelation does a good job in differentiating SCS variations.
We note also that the for a given UE velocity, the channel can vary in many ways that impact SCS and autocorrelation but can’t be seen in the figure corresponding to the maximum minus minimum Doppler shift. For instance, even for a UE with a given UE speed, the AoA spread and the UE direction may differ. As an example, we look at the effect of UE direction. In the figures below, we see that this gives rise to an even larger range of SCS values that can’t be resolved by the Maximum minus minimum Doppler shift in differentiating SCS variations.
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The reason why the superiority of the Autocorrelation measure is not clearly seen in the scatter plots in [5] is because in the figures presented in [5]  results corresponding to CDL-A channels with velocities 3km/h, 10km/h, 20km/h, 30km/h, 60km/h, and 120km/h are overlayed on top of each other. Since the autocorrelation seen as a function of velocity is oscillating, no linear correlation can be seen. The relation exists but is highly non-linear.
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This is the reason why the autocorrelation needs to be estimated at multiple lags. For low UE velocities a large lag is most useful, while for large velocities a smaller lag is most useful. Selecting the appropriate lag one can show that the autocorrelation performs well at any velocity, while the Maximum minus Minimum Doppler shift fails.
One should note that for all measures it’s necessary to use multiple lags. When doing a real measurement of frequency offsets (such as e.g. Doppler shifts), it’s necessary to resolve phase ambiguities like


i.e. resolve the value of n. To do this, measurements at multiple lags  are needed.

If we limit the range of velocities so that the autocorrelation is not too non-linear over the range, the scatterplots of [5] can actually make some sense. Below we have used the CDL-A channel with velocities 10km/h and 20km/h and directions [1 0 0] and [0 1 0] together with a lag of 5ms. The correlation coefficient between the SCS and the autocorrelation is 0.81 while the correlation coefficient between SCS and Maximum minus minimum Doppler shift is -0.65. Thus, the Autocorrelation outperforms the Maximum minus minimum Doppler shift also here. We note that while the Maximum minus minimum Doppler shift can to some extent differentiate SCS variations between the different CDL channels with different UE velocity, it fails to differentiate between SCS variations within one CDL channel as well as between different CDL-channels with the same UE velocity but different UE direction or AoA spread. 
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[bookmark: _Toc119398050]Autocorrelation based TDCP reporting outperforms that based on Maximum minus minimum Doppler shift measurement when there exist channel variations due to AoA spread and UE direction. 

One should also remember that when it comes to real measurements rather than ideal ones, the Maximum minus minimum Doppler shift is very volatile, depending strongly on whether certain low power channel rays are detectable above noise or not. This will make the Maximum minus minimum Doppler shift underperform even more compared to the autocorrelation function when comparing real measurements rather than ideal measures.
2.3 Multi TRS burst measurements
For the use cases we are interested in we need to know how much the channel varies over one CSI-RS/reporting periodicity or between consecutive SRS transmissions. Since these time periods could be of the order of 5ms to 20ms, we need to know the Autocorrelation up to about 20ms. As can be seen from Figure 15 there is no way to extrapolate results from lower lags up to 20ms. The Jakes form applies to TDL channels but not to realistic channels like the CDL channels, and the low lag expansion is not valid for large lags. Thus, the only solution is to measure the Autocorrelation for lags of the order of 20ms. This means that inter TRS burst measurements are necessary.
[bookmark: _Toc118704172][bookmark: _Toc119398051]In order to know how much the channel varies over typical SRS or CSI-RS/reporting periodicities the autocorrelation needs to be estimated and reported for lags of the order of 20ms.
[bookmark: _Toc118704398][bookmark: _Toc119398075]Support inter TRS burst measurements of the Autocorrelation function.
For large UE velocities, the oscillating nature of the Autocorrelation function can, however, lead to ambiguities if the Autocorrelation is only reported for lags of about 10ms. Therefore, the Autocorrelation needs to be reported also for lower lags, such as the intra TRS burst lags of 4 symbols and 1 slot.
[bookmark: _Toc118704399][bookmark: _Toc119398076]Support intra TRS burst measurements of the Autocorrelation function.
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[bookmark: _Ref118191278]Figure 15 Comparison of ideal autocorrelation functions and the low lag expansion of the same autocorrelation functions, for TDL-A and CDL-A.
The need to estimate the Autocorrelation for different lags can also be seen from a different perspective.
The change of the channel obviously increases with time. Noise on the other hand is independent of time. Measuring the change of the channel over a longer time lag, therefore gives better accuracy.
However, for very large lags the autocorrelation starts to oscillate and becomes hard to utilize unless measurements are made for a very large set of autocorrelation lags that allow the oscillations to be tracked.
Thus, we typically want to use a large autocorrelation lag, but not so large that we get into the oscillatory region of the autocorrelation function.
In order to better understand for what lags the autocorrelation needs to be reported let’s consider the low lag expansion of the autocorrelation. The absolute value of the normalized autocorrelation function is an even function of the autocorrelation lag, and the normalized autocorrelation function is equal to 1 for zero autocorrelation lag. Thus, we have


where  is the autocorrelation lag and  is the second derivative of the Autocorrelation function at zero lag. Using the Fourier transform identity for derivatives we may note that the low lag expansion can be rewritten in terms of the second moment of the Doppler power spectrum 

where 

is the first moment of the Doppler power spectrum. Thus, we have

 or equivalently  can be estimated based on an estimate of the autocorrelation for a single lag as long as the lag is not too large to generate large deviations from the low lag expansion or to give rise to ambiguities due to the oscillating nature of the autocorrelation function. Through the estimation of  or equivalently   we can compare the use of different autocorrelation lags to each other. Note that each estimate is based on only one Autocorrelation estimate, with a given autocorrelation lag.
In Figure 16 and Figure 17 we show the accuracy of estimates of the second moment of the Doppler power spectrum   based on the autocorrelation for different autocorrelation lags. We can see that for each lag there exist a sweet spot in UE speed for which the estimation works well. For too low UE speed the bias and inaccuracy due to noise becomes too large. For too high UE speed ambiguities due to the oscillating nature of the autocorrelation function result in a huge bias. 
If we look at the green curve corresponding to an autocorrelation lag of five slots, we can see that it performs decently well (i.e. it’s close to the dashed curve representing the ideal Doppler spread) for low velocities but trails off above 20km/h. This is due to the fact that the oscillatory region of the autocorrelation is reached.
If we look at the red curve corresponding to an autocorrelation lag of one slot, we see that it performs very badly at low velocities but starts to work decently from about 50km/h and upwards. The reason for the bad performance at low velocities is due to that the noise is large compared to the change of the channel. Note that a low velocity channel varies slowly with time.
The blue curve corresponding to an autocorrelation lag of only 4 symbols performs bad over the whole region of velocities studied. It would start to become useful at about 150km/h.
We note that the red and blue curves, corresponding to autocorrelation lags of respectively one slot and 4 symbols are the only measurement that can be performed as intra-TRS-burst measurements. All the other measurements require measurements across two TRS bursts separated by the autocorrelation lag used.
We note that intra-TRS-burst measurements don’t give decent performance below 50km/h. On the other hand, we have seen that our use cases require accurate estimates at the order of 10km/h. We conclude that multi-TRS burst measurements are necessary.
[bookmark: _Toc118704173][bookmark: _Toc119398052]Estimates based on intra-TRS autocorrelation lags doesn’t give decent accuracy below 50km/h.
If we look in more detail in Figure 16 and Figure 17 zoomed in on low velocities, we see that the estimates based on autocorrelation lags of 20 or 40 slots perform best at 3km/h. The estimate based on an autocorrelation lag of 10 slots performs best at 6km/h while the estimate based on an autocorrelation lag of 5 slots performs best at 10km/h. We note that different Autocorrelation lags are suitable for different UE velocities.
[bookmark: _Toc118704174][bookmark: _Toc119398053]Estimates based on inter-TRS: autocorrelation lags of 20 or 40 slots perform best at 3km/h; autocorrelation lags of 10 and 5 slots performs best at 6km/h and 10km/h respectively.
[bookmark: _Toc118704175][bookmark: _Toc119398054]Different autocorrelation lags are suitable for different UE velocities.
As shown in section 2.1 the switching point between reciprocity based and feedback based schemes as well as between Type I vs Type II CSI-feedback schemes lies between 5 and 10km/h. Thus, suitable inter TRS-burst lags could be roughly 5 slots and 10 slots. This could be combined with the intra burst lags of 4 symbols and 1 slot, suitable for higher velocities. The UE would then report the autocorrelation for the four autocorrelation lags 4 symbols, 1 slot, ~5 slots and ~10 slots.
[bookmark: _Toc118704176][bookmark: _Toc119398055]Based on the evaluated use cases, reporting of the Autocorrelation for the four lags, 4 symbols, 1 slot, ~5 slots and ~10 slots look reasonable.
We note also that a simple algorithm with access to autocorrelation estimates for multiple autocorrelation lags could select the appropriate lag to use and always achieve the best possible estimate of the Doppler spread. A clever algorithm could use autocorrelation estimates for multiple autocorrelation lags in more advanced ways (e.g. through curve fitting) to improve accuracy further.
[bookmark: _Toc118704400][bookmark: _Toc119398077]Support Autocorrelation estimate for multiple lags in TDCP reporting, including inter-TRS and intra-TRS autocorrelation lags.
Finally, we note that the above analysis is not limited to estimates of the Autocorrelation. The same applies e.g. to measurements of Doppler shifts. A larger lag results in a larger phase rotation to measure, while noise remains the same. Thus, a large lag results in better accuracy for the Doppler shift measurement. A too high lag, on the other hand, result in phase ambiguities that make it impossible to estimate the Doppler shift unambiguously. In order to achieve accurate enough Doppler shifts for use cases around 10km/h, multi-TRS burst measurement would be needed also for Doppler shift based estimates.
[bookmark: _Toc118704177][bookmark: _Toc119398056]Multi-TRS burst measurement would be needed also for Doppler shift estimates for use cases around 10km/h: a large lag results in better accuracy for both Autocorrelation and Doppler shift measurement; while a too high lag results in phase ambiguities for both measurements.
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[bookmark: _Ref111123966][bookmark: _Ref118190694]Figure 16 Estimates of Doppler spread defined as the second moment of the Doppler power spectrum, based on measurements of the autocorrelation function for different autocorrelation lags. Each estimate (i.e. each curve) utilize one measurement of the Autocorrelation for one single autocorrelation lag. The channel is TDL-A with 100ns delay spread and the SNR is 0dB. Note that accuracy could be further improved by averaging over multiple measurements of the autocorrelation function for a single lag. Note that the right-hand figure is the same as the left-hand figure but zoomed in on low velocities.
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[bookmark: _Ref111123968][bookmark: _Ref118190696]Figure 17 Estimates of Doppler spread defined as the second moment of the Doppler power spectrum, based on measurements of the autocorrelation function for different autocorrelation lags. Each estimate (i.e. each curve) utilize one measurement of the Autocorrelation for one single autocorrelation lag. The channel is TDL-A with 100ns delay spread and the SNR is 30dB. Note that accuracy could be further improved by averaging over multiple measurements of the autocorrelation function for a single lag. Note that the right-hand figure is the same as the left-hand figure but zoomed in on low velocities.
[bookmark: _Ref189046994][bookmark: _Hlk102135948] 3	Type II codebook refinement for high/medium UE velocities
In RAN1#110bis-e meeting, following agreements were made related to Type II codebook refinement for high/medium UE velocities:

Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, support RI={1,2,3,4}.
Agreement
On the CSI reporting and measurement for the Rel-18 Type-II codebook refinement for high/medium velocities, when UE-side prediction is assumed, support UE “predicting” channel/CSI after slot l where the location of slot l is configured (from multiple candidate values) by gNB via higher-layer signalling
· Candidates of slot l location include the legacy CSI reference resource location (n – nCSI,ref ) and slot (n+δ) where δ ≥ 0
· FFS: Possible value(s) of δ and possible value(s) of WCSI
Note: Per legacy behavior, the legacy CSI reference resource, i.e., (n – nCSI,ref ), is reused for locating the last CSI-RS occasion used for a CSI report
For a UE that supports UE-side prediction, the support of l = (n – nCSI,ref ) is UE optional.
Agreement
For the Type-II codebook refinement for high/medium velocities, down-select from the following alternatives: 
· Alt1. Q different 2-dimensional bitmaps are introduced for indicating the location of the NZCs, where the qth (q=1,…., Q) 2-dimensional bitmap corresponds to qth selected DD basis vector
· The number of selected DD basis vectors is denoted as Q
· This implies that for each layer, the location of NZCs in SD-FD can be different for different selected DD basis vectors.
· Alt2. A DD-basis-common per-layer 2-dimensional bitmap for indicating the location of NZCs used in Rel-16/17 Type-II is used
· This implies that for each layer, the location of NZCs in SD-FD is common across all the Q selected DD basis vectors
FFS: Further overhead reduction on bitmap(s)
FFS: Whether the number of NZCs is upper bounded across all DD basis vectors or per DD basis vector
Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, support the following codebook structure where N4 is gNB-configured via higher-layer signaling:
· For N4=1, Doppler-domain basis is the identity (no Doppler-domain compression) reusing the legacy , , and , e.g. 
· For N4>1, Doppler-domain orthogonal DFT basis commonly selected for all SD/FD bases reusing the legacy  and , e.g. 
· Only Q (denoting the number of selected DD basis vectors) >1 is allowed
· TBD (by RAN1#110bis): whether rotation is used or not
· FFS: identical or different rotation factors for different SD components
· FFS: Whether Q is RRC-configured or reported by the UE
Note: Detailed designs for SD/FD bases including the associated UCI parameters follow the legacy specification
FFS: Whether one CSI reporting instance includes multiple  and a single  and  report.

Conclusion 
On the usage of CSI reporting and measurement for the Rel-18 Type-II codebook refinement for high/medium velocities, there is no consensus in supporting any specification enhancement for the following assumptions:
· Legacy UE procedure for CSI measurement/calculation (equivalent to the combination of l = (n – nCSI,ref ) and WCSI=1)
· gNB-side prediction
· Note: This doesn’t preclude any gNB implementation
Agreement
For the Type-II codebook refinement for high/medium velocities, only CSI reporting over PUSCH is supported 
· Following legacy, support both aperiodic and semi-persistent CSI reporting on PUSCH.

Agreement
For the Type-II codebook refinement for high/medium velocities, the selection of DD basis vectors is layer-specific
· The number of selected DD basis vector (denoted as Q) is layer-common 

Agreement
On the CSI reporting and measurement for the Rel-18 Type-II codebook refinement for high/medium velocities, support the following CSI-RS resource types/structures for CMR:
· Time-domain behaviour for NZP CSI-RS resource: periodic (P), semi-persistent (SP), aperiodic (AP)
· FFS: Whether to introduce constraints on allowed configuration
· Down select from the following: 
· Alt1. Support K>1 NZP CSI-RS resources, received via a single triggering instance, for aperiodic (AP) -CSI-RS-based channel measurement in a same CSI-RS resource set where the separation between 2 consecutive AP-CSI-RS resources is m slot(s):
· Alt2. Support one NZP CSI-RS resource in a CSI-RS resource set, where K>1 occasions are received via a single triggering instance, for aperiodic (AP)-CSI-RS-based channel measurement where the separation between 2 consecutive AP-CSI-RS resources is m slot(s).
· For any of the alternatives:
· No CRI is reported
· FFS: Details, e.g., supported value(s) of K, m, other use cases for the AP-CSI-RS resources (e.g., for training filter coefficients, prediction or performance monitoring)
· Support only one NZP CSI-RS resource for P or SP-CSI-RS-based channel measurement

Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, when N4>1, if multiple candidates of Q value are supported, the value of Q is gNB-configured via higher-layer (RRC) signalling
Agreement
On the CSI reporting and measurement for the Rel-18 Type-II codebook refinement for high/medium velocities, support the following CSI-RS resource types/structures for CMR, support the following: 
· (Alt1) Support K>1 NZP CSI-RS resources, received via a single triggering instance, for aperiodic (AP) CSI-RS-based channel measurement in a same CSI-RS resource set where the separation between 2 consecutive AP-CSI-RS resources is m slot(s)
Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, when N4>1, down-select from the following alternatives (by RAN1#111) for the orthogonal DFT DD basis:
· Alt1. No rotation factor
· Alt2. A rotation factor is selected for each SD basis vector
· FFS: Supported values of rotation factor
Note: At least two companies opine that Alt2 is not aligned either with the agreement in RAN1#110bis-e or WID objective #1
Agreement
For the Type-II codebook refinement for high/medium velocities, for N4>1, study the supported values for Q from (but not limited to) the following candidates, in conjunction with the supported values of N4 and DD units:
· Alt1. Q is determined as a function of N4, e.g., Q=2 for N4=2, and Q=ceil(N4/2) for N4>2
· Alt2. Q is selected from multiple candidate values, e.g., {2, 3, 4, …,} (or a subset thereof, e.g. {2, 3}), the maximum value is FFS
· Alt3. Only single value is supported, e.g. Q=2 only or Q=4 only

Agreement
On the CSI reporting and measurement for the Rel-18 Type-II codebook refinement for high/medium velocities, when UE-side prediction is assumed, study the supported value(s) for δ and WCSI from (but not limited to) the following candidates, in conjunction with the supported values of N4 and DD units:
· δ (slots): {0, 1, 2, 3, 4, 6, 8}, or a subset thereof with at least two values including 0, or a single fixed value (e.g. 0 or 1) 
· WCSI (slots): 1, N4, following periodicity of P/SP-CSI-RS or SP-CSI (e.g., 4, 5, 8, 10, 16, 20, 40),  (d=DD unit size in slots, N4 is unit-less)
FFS: Dependence on sub-carrier spacing should also be studied
3.1 Refinement of Rel-16 vs Rel-17 Type II Codebook
On Type II codebook refinement for high/medium velocities, the following agreement was reached in the RAN1#109-e: 
Agreement
The work scope of Type-II codebook refinement for high/medium velocities includes refinement of the following codebooks, based on a common design framework:
· Rel-16 eType-II regular codebook
· Rel-17 FeType-II port selection (PS) codebook
FFS: Whether to prioritize/down-select from the two
Regarding the issue of whether to prioritize one over the other, the question is whether both codebooks should be refined at the same time or whether one of them should be prioritized first.  Given that Rel-16 and Rel-17 type II codebook were specified in two separate releases, it may be easier to manage by specifying refinement for one first and propagate any relevant changes to the other after.  Our preference is to do refinement based on Rel-16 type II codebook first and then consider Rel-17 type II codebook refinement later.  
[bookmark: _Toc118704401][bookmark: _Toc119398078][bookmark: _Toc118701001][bookmark: _Toc118701120]It is preferred to define refinement of Rel-16 regular Type II codebook first before Rel-17 type II codebook.
3.2 On slot indication for UE-sided prediction 
Agreement
On the CSI reporting and measurement for the Rel-18 Type-II codebook refinement for high/medium velocities, when UE-side prediction is assumed, support UE “predicting” channel/CSI after slot l where the location of slot l is configured (from multiple candidate values) by gNB via higher-layer signalling
· Candidates of slot l location include the legacy CSI reference resource location (n – nCSI,ref ) and slot (n+δ) where δ ≥ 0
· FFS: Possible value(s) of δ and possible value(s) of WCSI
Note: Per legacy behavior, the legacy CSI reference resource, i.e., (n – nCSI,ref ), is reused for locating the last CSI-RS occasion used for a CSI report
For a UE that supports UE-side prediction, the support of l = (n – nCSI,ref ) is UE optional.
Agreement:  On the CSI reporting and measurement for the Rel-18 Type-II codebook refinement for high/medium velocities, when UE-side prediction is assumed, study the supported value(s) for δ and WCSI from (but not limited to) the following candidates, in conjunction with the supported values of N4 and DD units:  
· δ (slots): {0, 1, 2, 3, 4, 6, 8}, or a subset thereof with at least two values including 0, or a single fixed value (e.g. 0 or 1)
WCSI (slots): 1, N4, following periodicity of P/SP-CSI-RS or SP-CSI (e.g., 4, 5, 8, 10, 16, 20, 40), d N4 
(d=DD unit size in slots, N4 is unit-less)
FFS: Dependence on sub-carrier spacing should also be studied

When UE side prediction is used, the quantity  represents, in number of slots, the time difference between the slot in which the Rel-18 CSI report is transmitted in UL (denoted by ) and the slot for which the first PMI of the report corresponds to (given by ). To minimize the misalignment between the slot for which a PMI is predicted and the slot at which it is applied in a DL transmission, the  configured by the network should include the processing delay of decoding the report and scheduling delay, and can therefore require a sufficient range. Figure 18 illustrates a mismatch between the configured  and the  at which the first PMI of the Rel-18 report is applied. When , a UE reports a PMI corresponding to the slot  and it may be applied at a slot  resulting in the application of an outdated PMI. Therefore, a few values of  would be beneficial in accounting for the processing and scheduling delay to prevent the use of outdated PMI.
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[bookmark: _Ref118302001]Figure 18: Illustration of mismatch when configured  does not align with the slot where the PMI is applied

In the following system level results, we show the impact of choosing a value of  that results in a misalignment. In Figure 19, we show our system level simulations for where a single PMI is reported for a downlink slot in future for the case of a 60 km/h UE velocity using 16 TX ports and 2 RX. For UE side prediction, ideal channel prediction is used as a reference to decouple the influence of a particular channel prediction scheme. At 20%, 50%, 70% resource utilizations, 𝜹 mismatch with scheduling delay results in a cell-edge user throughput loss of 9%, 18%, 32%, respectively. 
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[bookmark: _Ref118303342]Figure 19: Mean and cell-edge UTP comparison under  mismatch for a 16 Tx/2 Rx case with UE speed of 60 km/h

[bookmark: _Toc118704178][bookmark: _Toc119398057]Mismatch in  results in significant loss of performance
[bookmark: _Toc118704402][bookmark: _Toc119398079]For Type II codebook refinement for high/medium velocities, support multiple values for  with a few values greater than 0.


3.3 On Bitmap design and supported Q values
Agreement: For the Type-II codebook refinement for high/medium velocities, for N4>1, study the supported values for Q from (but not limited to) the following candidates, in conjunction with the supported values of N4 and DD units:  
· Alt1. Q is determined as a function of N4, e.g., Q=2 for N4=2, and Q=ceil(N4/2) for N4>2
· Alt2. Q is selected from multiple candidate values, e.g., {2, 3, 4, …,} (or a subset thereof, e.g. {2, 3}), the maximum value is FFS
· Alt3. Only single value is supported, e.g. Q=2 only or Q=4 only

Agreement
For the Type-II codebook refinement for high/medium velocities, down-select from the following alternatives: 
· Alt1. Q different 2-dimensional bitmaps are introduced for indicating the location of the NZCs, where the qth (q=1,…., Q) 2-dimensional bitmap corresponds to qth selected DD basis vector
· The number of selected DD basis vectors is denoted as Q
· This implies that for each layer, the location of NZCs in SD-FD can be different for different selected DD basis vectors.
· Alt2. A DD-basis-common per-layer 2-dimensional bitmap for indicating the location of NZCs used in Rel-16/17 Type-II is used
· This implies that for each layer, the location of NZCs in SD-FD is common across all the Q selected DD basis vectors
FFS: Further overhead reduction on bitmap(s)
FFS: Whether the number of NZCs is upper bounded across all DD basis vectors or per DD basis vector

We performed system level simulations to compare the performance between two alternative bitmap designs Alt1 (Q different 2-dimensional bitmaps) and Alt2 (a DD-basis-common bitmap). In Figure 20, we show our system level simulation results where Q is assumed to be set as a function of both  and a (possibly RRC) configured parameter  as  with = { } for the case of a 60 km/h UE velocity using 16 TX ports and 2 RX for different predicted CSI feedback periodicity = = {5, 10, 20, 40} ms at 50% and 70% resource utilization (RU). For UE side prediction, ideal channel prediction is used as a reference to decouple the influence of a particular channel prediction scheme on the choice of a feedback alternative. Other simulation assumptions for the results in the figures are shown in Appendix 7B. Assumptions related to the computation of the overhead of the alternatives are summarized in Appendix 7C. 
From the results in Figure 20, we find that Alt2 has significantly worse performance for higher values of  (e.g., = {) than at low  values. The main reason for this performance drop is that a common DD-basis bitmap needs to indicate true for all SD-FD basis pairs for which any DD-basis has a significant value (up to the maximum number of allowed NZCs divided by the number of DD-bases), and then report all DD-basis values associated with this SD-FD basis pair even if some of these values are very small. This has two detrimental effects; (i) NZCs that could have been used to indicate more significant values are used to indicate small values, and (ii) the indicated small values may be significantly smaller than then minimum quantized value (i.e.,  when scaled with the reference polarization amplitude) in the unquantized codebook and thus yield large quantization errors when rounded up. On the other hand, Alt1 have a small increase in performance, in particularly for cell-edge users, for higher values of  (e.g., = {) compared to lower values of  at the cost of additional CSI overhead.  
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[bookmark: _Ref117584391]Figure 20: Mean and Cell-edge UTP Gain vs Overhead (OH) comparison with Rel-16 Type II CB for a 16 Tx/2 Rx case with UE speed of 60 km/h at 50% (-x-) and 70% (-□-) resouce utilization (RU) for Alt1 (Q different 2-dimensional bitmaps) and Alt2 (a DD-basis-common bitmap)
Given that separate DD-bitmaps have much better performance than a common DD-bitmap, we show results in Figure 21 for an overhead reduction scheme for Alt1 where we assume that the UE can indicate which DD-bitmaps per layer (using e.g., a smaller bitmap of size  where  is the number of layers) have any indicated NZCs and only report these non-empty DD-bitmaps. This results in an overhead reduction of  bits per empty DD-bitmap that is not reported, which results in a significant reduction of the total overhead if only a single or more DD-bitmaps are not necessary to report. From the results in Figure 21, Alt1 with no report of empty DD-bitmaps has the same performance in term of user throughput as Alt1 while significantly reducing the overhead, especially for large values of  (which increases with  or ), but there is also more than 20% mean overhead reduction for , which indicate that roughly 1/5:th of the  DD-bitmaps are empty. For  at 50% RU, it is especially clear that Alt1 outperforms Alt2, as Alt2 yields the roughly the same or worse user throughput as the reference Rel-16 CB, while Alt1 has about half the overhead of Rel-16 while still yielding on the order of 10-20% mean and 30-70% cell-edge user throughput gains.
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[bookmark: _Ref117767246]Figure 21: Mean and Cell-edge UTP Gain vs Overhead comparison with Rel-16 Type II CB for a 16 Tx/2 Rx case with UE speed of 60 km/h at 50% (-x-) and 70% (-□-) resouce utilization (RU) for Alt1 (Q different 2-dimensional bitmaps, no report of empty bitmaps) and Alt2 (a DD-basis-common bitmap)

Based on the results presented above, we propose the following: 
[bookmark: _Toc118704179][bookmark: _Toc119398058]The CSI overhead of Alt1 can be significantly reduced by not reporting empty DD-basis bitmaps
[bookmark: _Toc118704403][bookmark: _Toc119398080]For Type II codebook refinement for high/medium velocities, support bitmap design Alt1 with Q different 2-dimensional bitmaps

3.3.1 On using DFT TD-bases with rotation factor or not
We performed system level simulations to compare the performance of Alt1 with and without DFT rotation. In Figure 22, we show our system level simulation results for a 60 km/h UE velocity using 16 TX ports and 4 RX compared to Rel-16 Type II CB for  and  ms. For UE side prediction, ideal channel prediction is used as a reference to decouple the influence of a particular channel prediction scheme on the choice of a feedback alternative. Other simulation assumptions for the results in Figure 22 are shown in Appendix 7B. It is clear from Figure 22, that Alt1R with DFT TD-bases rotation search across 4 different factors performs like Alt1 without DFT rotation. Note that we normalize the precoding vectors from the SVD with a common strongest wideband beam per layer for all slots in the prediction window, thus, similarly as for the FD bases-selection, a DFT rotation search is not necessary to pick out the strongest component.  
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[bookmark: _Ref115446267]Figure 22: Mean and Cell-edge UTP vs Served Traffic for a 16Tx/4Rx case with UE speed of 60 km/hr for Rel-16 Type II CB and Rel-18 Alt1 without DFT rotation and Alt1R with DFT rotation per layer using 4 rotation factors.

[bookmark: _Toc118704180][bookmark: _Toc119398059] We find no performance gain in considering DFT TD-bases with a rotation factor.
Hence, we make the following proposal:
[bookmark: _Toc118704404][bookmark: _Toc119398081]For Type II codebook refinement for high/medium velocities, do not introduce rotation factor for TD-bases DFT vectors.
3.4 On reporting multiple CQI 
Agreement: For the Rel-18 Type-II codebook refinement for high/medium velocities, support DD/TD (compression) unit (analogous to PMI sub-band for Rel-16 codebook) as a codebook parameter.
· FFS: whether this parameter is defined as a function of another parameter
· FFS: whether this is used for PMI only or PMI/CQI

We performed system level simulations to compare the performance between reporting CQI only for each :th PMI with  for the Rel-18 codebook design with slots and , where we note that  results in that only a single CQI is used for all PMI time instance in the Rel-18 CB. In Figure 23, we show our system level simulation results at 60 km/h UE velocity using 16 TX ports and 2 RX compared to Rel-16 Type II CB for different predicted CSI feedback periodicity  ms at 50% and 70% resource utilization. For UE side prediction, ideal channel prediction is used as a reference to decouple the influence of a particular channel prediction scheme on the choice of a feedback alternative – Note that the interference is not predicted and all the reported CQIs are computed using the same measured interference each  in combination with the predicted precoder/channel. Other simulation assumptions for the results in Figure 23 are shown in Appendix 7B. As shown in Figure 23, there are clear reductions (5% to 25%) of the gains compared to Rel-16 when , especially for the cell-edge users at high RU and for longer CSI feedback periodicity . However,  has almost the same performance as , with the benefit of reducing the CQI overhead feedback by a factor of 2 - a good trade-off for this scenario compared to only reporting a single CQI.
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[bookmark: _Ref115446193]Figure 23: Mean and Cell-edge UTP Gain vs Overhead comparison with Rel-16 Type II CB for a 16Tx/2Rx case with UE speed of 60 km/hr at 50% (-x-) and 70% (-□-) RU - CQI feedback comparison for different number of  PMIs per reported CQI. 
Based on the results presented above, we propose the following: 
[bookmark: _Toc118704405][bookmark: _Toc119398082]For Type II codebook refinement for high/medium velocities, evaluate the possibility of configuring/selecting a different number of CQIs to feedback depending on duration of DD/TD compression time unit agreed for PMI.
4	Type II Codebook Refinement for CJT 
In RAN1#110bis-e, the following agreements were reached on Type II codebook refinement for CJT over multiple TRPs [2].  In this section, we discuss our views on some remaining issues related to Type II codebook refinement for CJT. 
Agreement
On the Type-II codebook refinement for CJT mTRP, following legacy (Rel-16 regular eType-II and Rel-17 PS FeType-II), for a given CSI-RS resource:
· SD basis selection is layer-common and polarization-common, with N1, N2, O1, O2 defined per Rel-16 specification for refinement based on Rel-16 regular eType-II, and per Rel-17 specification for refinement based on Rel-17 PS FeType-II
· FD basis selection is 
· For refinement based on Rel-16 regular eType-II: per-layer with Mv, pv, N3, and R defined per Rel-16 specification
· For refinement based on Rel-17 PS FeType-II: layer-common with M, N3, and R defined per Rel-17 specification
· FFS: Details on FD basis selection window
Note: The supported value(s) for each of the defined parameters are to be discussed separately (e.g. possibilities of adding new or removing existing value(s) in addition to those supported by legacy specification).
Agreement
On the SD basis selection for Type-II codebook refinement for CJT mTRP, following legacy (Rel-16 regular eType-II and Rel-17 PS FeType-II), SD basis selection is per CSI-RS-resource. 
· Down select from the following alternatives (RAN1#110bis-e) on the L parameter:
· Alt1. Per-CSI-RS-resource Ln parameter 
· TBD: Whether {Ln, n=1, ..., N} are higher-layer configured by gNB, or the total  is higher-layer configured by gNB while {Ln, n=1, ..., N} are reported by the UE
· Alt2. gNB configures a common L parameter for all N CSI-RS resources via higher-layer signaling
FFS: Study on additional optimization for collocated multi-panel scenario

Agreement
On the Type-II codebook refinement for CJT mTRP, following legacy (Rel-16 regular eType-II and Rel-17 PS FeType-II), regarding the location of non-zero coefficients (NZCs) indicated by bitmap (following legacy mechanism), for each layer, support separate bitmap per each CSI-RS resource 
· Total size =  where  is the bitmap size for CSI-RS resource n
· TBD: Whether  ( for mode 2) analogous to legacy, or further reduction of bitmap size is supported.
· FFS: Depending on the outcome of other issues, whether  or  
· FFS: Per-CSI-RS-resource NNZC (number of NZCs) constraint vs. joint NNZC constraint across N CSI-RS-resources

Agreement
For the Rel-18 Type-II codebook refinement for CJT mTRP, the constraint on the maximum number of non-zero coefficients (NZCs) per-layer (K0) is defined jointly across all N CSI-RS resources
· TBD: the constraint on the total number of NZCs across all layers 

Agreement
For the Rel-18 Type-II codebook refinement for CJT mTRP, 
· Only CSI reporting over PUSCH is supported 
· FFS: Whether AP only, or both AP and SP (following legacy), is supported
· An associated Resource Setting includes a CMR comprising K≥1 NZP CSI-RS resources from one CSI-RS resource set 
· Periodic, semi-persistent, and aperiodic NZP CSI-RS are supported
· The supported CSI-RS resource parameter settings follow the legacy specification (without additional enhancement)
· FFS: Whether or not the K NZP CSI-RS resources are constrained to be in the same slot

Agreement
On the Type-II codebook refinement for CJT mTRP, regarding W2 quantization group and Strongest Coefficient Indicator (SCI) design, for each layer: 
· One (common) SCI applies across all N CSI-RS resources
· Further down-select one from the following alternatives by RAN1#110bis-e:
· Alt1. One group comprises one polarization across all N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2)
· FFS: Amplitude quantization table considering transmission power difference between multiple TRPs
· For each of the amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
· Alt3. One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
FFS: The need for “strongest” TRP/TRP-group indicator in addition to the SCI

Agreement
For the Rel-18 Type-II codebook for CJT mTRP, the switching between mode-1 and mode-2 is gNB-initiated via RRC signalling

Agreement
On the SD basis selection for Type-II codebook refinement for CJT mTRP, support the following on the L parameter:
· Per-CSI-RS-resource Ln parameter 
· TBD: Whether {Ln, n=1, ..., N} are higher-layer configured by gNB, or the total  is higher-layer configured by gNB while {Ln, n=1, ..., N} are reported by the UE, one L configured and {Ln} determined from configured L
· FFS: The value of Ln is taken from a pre-defined set

Conclusion 
On the Type-II codebook refinement for CJT mTRP, regarding W2 quantization group and Strongest Coefficient Indicator (SCI) design, there is no consensus on supporting “strongest” CSI-RS resource indicator in addition to the agreed SCI. 
· Note: This doesn’t preclude any (future) proposal on reference CSI-RS resource(s) for other purpose(s)

Agreement
For the Rel-18 Type-II codebook refinement for CJT mTRP, following legacy, support both aperiodic and semi-persistent CSI reporting on PUSCH.
Agreement
On the Type-II codebook refinement for CJT mTRP, the selection of N CSI-RS resources is performed by UE and reported as a part of CSI report where N{1,..., NTRP} 
· N is the number of cooperating CSI-RS resources, while NTRP is the maximum number of cooperating CSI-RS resources configured by gNB via higher-layer signaling
· The selection of N out of NTRP CSI-RS resources is reported via NTRP-bit bitmap in CSI part 1
· Note: The value of N is inferred from the selection
· A restricted configuration (gNB-configured via higher-layer signaling) where N=NTRP is supported
· NTRP-bit bitmap is not reported when the restriction is configured
· FFS: Whether other RRC-configured TRP selection restriction including configuring the value of N is supported
· This feature is UE optional 
Note: This agreement does not impact the decision on Ln being configured by gNB or selected by UE
Note: per WID and previous agreement, the candidate values for NTRP of are 1, 2, 3, and 4.
Note: only one transmission hypothesis is reported. UE is not mandated to calculate CSI for multiple transmission hypotheses.
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding W2 quantization group, for each layer:
· Support the following: (Alt1) One group comprises one polarization across all N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2)
· FFS: Amplitude quantization table enhancement
· For the amplitude group other than the group associated with the SCI, the reference amplitude is reported
· Working assumption: Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
· If the support Alt3 in addition to Alt1 is confirmed, only one of the two schemes will be a basic feature for UEs supporting Rel-18 Type-II CJT codebook

Agreement
For the Rel-18 Type-II codebook refinement for CJT mTRP, also support a constraint on the total number of non-zero coefficients (NZCs) summed across all layers:
· Following the legacy specification, the maximum total number is 2K0
Agreement
On the SD basis selection for Type-II codebook refinement for CJT mTRP, on the L parameter, down select from the following alternatives (by RAN1#111):
· Alt1. Each of the {Ln, n=1, ..., N} is gNB-configured via higher-layer (RRC) signaling 
· FFS: The candidate values for Ln, e.g. follow the legacy specification 
· Alt2.  where Ltot is gNB-configured via higher-layer (RRC) signaling and the relative value(s) of {Ln, n=1, ..., N} are reported by the UE 
· TBD: Whether for a given configured value of Ltot, the possible combinations of {Ln, n=1, ..., N} are fixed/pre-determined or gNB-configured via higher-layer (RRC) signaling
· TBD: Whether the value(s) of {Ln, n=1, ..., N} are reported implicitly or explicitly, and whether some value(s) don’t need to be reported 
· FFS: The candidate values for Ln
· Alt3. An L parameter is gNB-configured via higher-layer (RRC) signaling and {Ln, n=1, ..., N} are determined from the value of L 
· TBD: How to determine {Ln, n=1, ..., N} from L, e.g. L1=L and other Ln = L/2
· FFS: The candidate values for L
· Alt4. Lmax is gNB-configured via higher-layer (RRC) signaling and the relative value(s) of {Ln, n=1, ..., N} are reported by the UE 
· The relative value(s) of {Ln, n=1, ..., N} are reported by the UE, such that 
· TBD: Whether the value(s) of {Ln, n=1, ..., N} are reported implicitly or explicitly, and whether some value(s) don’t need to be reported
· FFS: The candidate values for Ln
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameters, for a given CSI-RS resource, the supported value(s) of the following parameters follow the legacy (Rel-16 regular eType-II and Rel-17 PS FeType-II) specification: 
· N1, N2, N3, O1, O2 
· M (only for design based on Rel-17 PS FeType-II)
For the following parameters, decide in RAN1#111 whether the supported value(s) follow the legacy (Rel-16 regular eType-II and Rel-17 PS FeType-II) specification or further refinement is needed: 
· R: including, e.g. supporting only R=1, or supporting larger R values
· Mv/pv (Rel-16 regular eType-II): including, e.g. supporting smaller pv values such as {1/8, 1/4, 1/2} for v=1,2 and/or removing larger legacy value(s)
· : including, e.g. supporting smaller values such as {1/16, 1/8, 3/8} 
Note: The outcome of Parameter Combination discussion will further restrict the supported combinations of parameter value(s)
FFS: For N>1, whether the maximum 2N1N2 (identical to the number of CSI-RS ports used for CMR) is limited to 32 just as in legacy specification
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the bitmap(s) for indicating the locations of NZCs, down-select from the following alternatives for the size of the bitmap for CSI-RS resource n (Bn) (by RAN1#111):
· Alt1. Analogous to legacy,  ( for mode 2)
· Alt2. Non-rectangular bitmap, i.e., NZC bitmap allowing different lengths for different SD/FD basis vectors.
· TBD: How to determine the lengths for different SD/FD basis vectors

Agreement
For the Rel-18 Type-II codebook for CJT mTRP, for mode-1, the number of FD basis vectors (Mv related to pv for Rel-16, M for Rel-17) is common across all N CSI-RS resources


4.1 SD and FD Basis Selection
On SD and FD basis selection, the following agreements were reached in the last RAN1 meeting.  
Agreement
On the Type-II codebook refinement for CJT mTRP, following legacy (Rel-16 regular eType-II and Rel-17 PS FeType-II), for a given CSI-RS resource:
· SD basis selection is layer-common and polarization-common, with N1, N2, O1, O2 defined per Rel-16 specification for refinement based on Rel-16 regular eType-II, and per Rel-17 specification for refinement based on Rel-17 PS FeType-II
· FD basis selection is 
· For refinement based on Rel-16 regular eType-II: per-layer with Mv, pv, N3, and R defined per Rel-16 specification
· For refinement based on Rel-17 PS FeType-II: layer-common with M, N3, and R defined per Rel-17 specification
· FFS: Details on FD basis selection window
Note: The supported value(s) for each of the defined parameters are to be discussed separately (e.g. possibilities of adding new or removing existing value(s) in addition to those supported by legacy specification).
Agreement
On the SD basis selection for Type-II codebook refinement for CJT mTRP, on the L parameter, down select from the following alternatives (by RAN1#111):
· Alt1. Each of the {Ln, n=1, ..., N} is gNB-configured via higher-layer (RRC) signaling 
· FFS: The candidate values for Ln, e.g. follow the legacy specification 
· Alt2.  where Ltot is gNB-configured via higher-layer (RRC) signaling and the relative value(s) of {Ln, n=1, ..., N} are reported by the UE 
· TBD: Whether for a given configured value of Ltot, the possible combinations of {Ln, n=1, ..., N} are fixed/pre-determined or gNB-configured via higher-layer (RRC) signaling
· TBD: Whether the value(s) of {Ln, n=1, ..., N} are reported implicitly or explicitly, and whether some value(s) don’t need to be reported 
· FFS: The candidate values for Ln
· Alt3. An L parameter is gNB-configured via higher-layer (RRC) signaling and {Ln, n=1, ..., N} are determined from the value of L 
· TBD: How to determine {Ln, n=1, ..., N} from L, e.g. L1=L and other Ln = L/2
· FFS: The candidate values for L
· Alt4. Lmax is gNB-configured via higher-layer (RRC) signaling and the relative value(s) of {Ln, n=1, ..., N} are reported by the UE 
· The relative value(s) of {Ln, n=1, ..., N} are reported by the UE, such that 
· TBD: Whether the value(s) of {Ln, n=1, ..., N} are reported implicitly or explicitly, and whether some value(s) don’t need to be reported
· FFS: The candidate values for Ln

In Rel-16 and Rel-17 type II codebook designs, the number of spatial beams to be selected by a UE is configured by the gNB.  For CJT over multiple TRPs, a similar approach could be used by configuring the total number of beams to be selected across all TRPs and let the UE to decide the number of beams for each TRP. This is because in practice, not every TRP has the same contribution to the CB due to different channel characteristics to a UE, fewer beams or even no beam may be selected from some of the TRPs.  Therefore, it is preferred to have the total number of beams across all TRPs configured by gNB and to let the UE to determine and report the number of selected beams for each TRP. 
To verify the above, the UTP gain by allowing UE determining and reporting the number of selected beams per TRP (Alt 2) is illustrated in Figure 24, which is normalized against the UTP of gNB pre-configured  values (Alt 1) for a 3-TRP scenario. For Alt 1, all TRPs each  is configured with  beams as the gNB may not know in advance how to allocate the  values to each TRP, since some required uplink measurement might be missing when RRC is configured to the UE. For Alt 2, a total of  beams is configured to the UE while it is up to the UE to decide the number of selected beams for each TRP. There is about 3-14% gain for Alt 2 than Alt 1. In general, the gain for cell edge users is larger than the gain for the average users. In addition, the gain with lower  value is larger than the gain with larger  value.
[bookmark: _Toc118704181][bookmark: _Toc119398060]Alt.2 with UE selection of number of beams per TRP provides 3-14% UTP gain than Alt.1 with number of beams configured by gNB.
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[bookmark: _Ref118572290]Figure 24 UTP gain by allowing UE determining and reporting of Ln value (3 TRPs, total 3L beams configured , UE selects Ln beams for each TRP (alt.2) vs L beams per TRP configured by gNB (alt.1))

In addition to Alt-2, one way to reduce UE complexity in searching all possible  combination could be to put an upper limit on the number of selected beams  per TRP such that   . The limit could be either a fixed value or dependent on other parameters such as  .  For example,  = 2 for ,  for  , and  for  .  To further reduce feedback overhead, Alt4 can also be supported, while the value of  can be further studied. 


[bookmark: _Toc118704406][bookmark: _Toc119398083]Support either Alt2 or Alt4 for configuring the total number of beams across all configured TRPs and letting the UE to report the number of selected beams for each TRP. To ease UE implementation, consider having a configurable limit on the maximum number of selected beams per TRP.
For Alt1, a fixed number of beams is configured for each TRP.   There is, however, no good way for gNB to know the number of beams for each TRP.  With Alt1, it is more likely in practice that gNB would configure the same number of beams for each TRP. If a small number of beams, e.g., one beam per TRP, are configured per TRP, some good beams from a TRP could be missed (not being selected), which could result in poor performance. On the other hand, to ensure all good beams are captured, more beams per TRP may need to be configured, which would cause large feedback overheads.  
In Alt3, a single L is configured by gNB and a fixed relation is used to derive Ln from L.   We don’t see how the fixed relation can be used for different UEs with quite different channels to the TRPs.
[bookmark: _Toc115445186]4.2 Parameter Values 

On parameter values for Type-II codebook refinement for CJT mTRP, the following agreement was reached in the last RAN1 meeting.  
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameters, for a given CSI-RS resource, the supported value(s) of the following parameters follow the legacy (Rel-16 regular eType-II and Rel-17 PS FeType-II) specification: 
· N1, N2, N3, O1, O2 
· M (only for design based on Rel-17 PS FeType-II)
For the following parameters, decide in RAN1#111 whether the supported value(s) follow the legacy (Rel-16 regular eType-II and Rel-17 PS FeType-II) specification or further refinement is needed: 
· R: including, e.g. supporting only R=1, or supporting larger R values
· Mv/pv (Rel-16 regular eType-II): including, e.g. supporting smaller pv values such as {1/8, 1/4, 1/2} for v=1,2 and/or removing larger legacy value(s)
· : including, e.g. supporting smaller values such as {1/16, 1/8, 3/8} 
Note: The outcome of Parameter Combination discussion will further restrict the supported combinations of parameter value(s)
FFS: For N>1, whether the maximum 2N1N2 (identical to the number of CSI-RS ports used for CMR) is limited to 32 just as in legacy specification


4.2.1 On new  values
The mean and cell-edge UTP with legacy  and new candidate  are compared in Figure 25, for  and  with UE determined  selection (i.e., a total of 6 and 12 beams, respectively, for 3 TRPs are configured to the UE). The low  values  introduces significant UTP loss (>10%) for both cases. The last candidate value , on the other hand, is able to maintain the UTP with lower overhead, hence we are fine with adding .

[bookmark: _Toc118704182][bookmark: _Toc119398061]   result in more than 10% performance loss, while  provides comparable performance to  with some reduced overhead.
[image: ][image: ]
[bookmark: _Ref118574556]Figure 25 Mean and cell-edge UTP with .
[bookmark: _Toc118704407][bookmark: _Toc119398084]Do not support adding  and  as new values for CJT Type II enhancement with Rel-16 eType II, but consider to support adding .
4.2.2 On new   values
The mean and cell-edge UTP with several new candidate  values are compared in Figure 26. In the simulation,  subbands are used, hence  corresponds to , which is a legacy value for the Rel-16 eType II. The other  values,  are the new candidate values for CJT Type II enhancement, which correspond to , respectively. We notice significant UTP loss when  for both  and , and when  for . Therefore, we don’t support adding these values for CJT Type II enhancement based on Rel-16 Type II. For  with , the UTP drop is not as significant, and we are fine with adding that as a new candidate for .
 results in significant performance loss for L=2  while only minors performance drop for L=4.
  result in significant performance loss for both L=2 and L=4.
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[bookmark: _Ref118575595]Figure 26 Mean and cell-edge UTP with different / values for  and .
[bookmark: _Toc118704408][bookmark: _Toc119398085]Do not support adding  as new values for CJT Type II enhancement with Rel-16 eType II. Do not support adding  when  as a new value for CJT Type II enhancement with Rel-16 eType II, but consider to support adding  when .
4.2.3 on R values
If delay difference among TRPs can be reported, then legacy values of R could be reused. Otherwise, larger R values are needed to support smaller subband sizes in order to deal with larger delay differences across TRPs.  Note that the CQI subband size depends on the bandwidth of BWP as described in 38.214 as below. For a BWP of 100MHz with 30kHz SCS,  there are 273RBs,  the minimum CQI subband size is 16RBs according to Table 5.2.1.4-2 of TS38.214 and  Table 5.3.2-1 of TS38.101.  Thus, even with R=2,  the PMI subband size would be 8RBs.  The corresponding maximum delay spread that can be handled by Rel-16 eType 2 CB  is 0.35us  as shown in Table 3, which means that the maximum delay difference among TRPs has to be less than 0.35us.  This would be a serious limitation for practical deployment of CJT.  Therefore, we have the following proposal. 



[bookmark: _Toc118704409][bookmark: _Toc119398086]Larger values of parameter R are needed if delay differences among TRPs are not reported.
Table 5.2.1.4-2: Configurable subband sizes (TS38.214)
	Bandwidth part (PRBs)
	Subband size (PRBs)

	24 – 72
	4, 8

	73 – 144
	8, 16

	145 – 275
	16, 32


[bookmark: _Hlk497144372][bookmark: _Hlk505013260]Table 5.3.2-1: Maximum transmission bandwidth configuration NRB (TS38.101)
	SCS (kHz)
	5
MHz
	10
MHz
	15
MHz
	20
MHz
	25
MHz
	30
MHz
	35
MHz
	40 
MHz
	45
MHz
	50
MHz
	60
MHz
	70
MHz
	80
MHz
	90
MHz
	100
MHz

	
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB
	NRB

	15
	25
	52
	79
	106
	133
	160
	188
	216
	242
	270
	N/A
	N/A
	N/A
	N/A
	N/A

	30
	11
	24
	38
	51
	65
	78
	92
	106
	119
	133
	162
	189
	217
	245
	273

	60
	N/A
	11
	18
	24
	31
	38
	44
	51
	58
	65
	79
	93
	107
	121
	135




4.3 NNZC and Bitmap Design

On bitmap and NNZC reporting, the following agreement was reached in the last RAN1 meeting.



Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the bitmap(s) for indicating the locations of NZCs, down-select from the following alternatives for the size of the bitmap for CSI-RS resource n (Bn) (by RAN1#111):
· Alt1. Analogous to legacy,  ( for mode 2)
· Alt2. Non-rectangular bitmap, i.e., NZC bitmap allowing different lengths for different SD/FD basis vectors.
· TBD: How to determine the lengths for different SD/FD basis vectors



In the legacy Rel-16 Type II codebook, the total number of non-zero coefficients (NNZC) across all layers, i.e., , are reported in CSI Part 1, which is used by the gNB to derive the payload size of CSI Part 2. The actual number and location of NZCs for each transmission layer, is identified by a layer specific NZC bitmap. 
For Type II codebook enhancement for CJT mTRP, as the SD basis is separately selected among TRPs, it is more reasonable to report one bitmap per layer per CSI-RS resource (i.e., TRP/TRP group). Even if multiple TRPs are configured to serve a UE, not all the TRPs may always be used/recommended by the UE. This could happen in many scenarios, for example, 
· a UE has a much weaker link to some of the TRPs comparing to the other TRPs
· different TRPs are selected for different transmission layers (e.g., TRP 1 and TRP 2 is used for layer 1, TRP 2 and TRP 3 are used for layer 2)

In addition, there is a maximum NNZCs that can be reported, so the remaining non-reported coefficients need to be set to zeros. Since weak TRP is usually associated with weak combination coefficients, this further increases the chance that weak TRPs are not selected by the UE. As a result, the  matrix (or the part of , if  is across all TRPs) associated with the unused/unrecommended TRP contains only zero elements. Note that reporting of NZC bitmap is a main contributor to the overhead, only second to reporting of the actual quantized NZCs (assuming most NZC are reported), thus reporting a bitmap where the elements are all zeros is a waste of uplink resource. Therefore, mechanisms for not reporting a bitmap associated a given TRP and/or a given layer seem to be needed. 
One possible way is to report the total NNZCs per TRP, for example denoted as , where  is the TRP index.  If a TRP is not recommended by the UE, then  is reported (e.g., in CSI Part 1), and the corresponding bitmap is not reported. 
Another alternative is to report the total NNZCs per TRP and per layer, for example denoted as , where  is the TRP index, and  is the layer index.  If a TRP is not recommended by the UE for transmission layer , then  is reported, and the corresponding bitmap is not reported.  This could be done by reporting the number of reported bitmaps in Part 1, the maximum range is maximum rank times times N, i.e.,  16.  Thus 4bits could be used.  
With  4 bits increase in Part 1 payload, much more overhead saving could be achieved for bitmap reporting.  Table 1 shows the overhead savings for not reporting a subset of bitmaps in some typical scenarios.  There is about 10-30 bits increase for reporting the NNZC for the given Type II parameter combinations. while the potential overhead saving for bitmap reporting is multiples of  bits for per TRP reporting of NNZC, and multiples of  for per TRP and per layer reporting of NNZC. Therefore, the net overall overhead saving can be large.
[bookmark: _Toc118704185][bookmark: _Toc119398064]Large overhead saving could be achieved with not reporting bitmaps containing only zeros. This can be enabled by per TRP and per layer NNZC and bitmap reporting for CJT.
[bookmark: _Ref115448216]Table 1: Overhead (OH) for reporting NNZC and potential savings
	Parameters
	Legacy 
	Per TRP and Per layer

	
	OH for NNZC
	OH for NNZC + # of bitmaps
	OH saving for bitmap when x bitmaps with all zeros 

	
	
	 
+4 (max)
	x - 

	(4, 4, 0.5, 4, 1)
	6
	10
	32x-16

	(4, 4, 0.5, 4, 2)
	7
	11
	32x-32

	(4, 7, 0.5, 4, 1)
	7
	11
	56x-20

	(4, 7, 0.5, 4, 2)
	8
	12
	56x-40



To get a feeling how often an all zero bitmap can happen, we studied the distribution of the sum power of  associated with the weaker TRPs in a UMa scenario with 3 co-located TRPs with  and , as seen in Figure 27. In particular, the  sum power of the weaker TRPs (blue is for the weakest TRP, and red is for the second weakest TRP) are normalized against the  power associated with the strongest TRP. Essentially, the smaller the normalized value is, the more zeros or insignificant values the corresponding  contains, and the more zeros the corresponding bitmap contains. When the normalized value is sufficiently small, there is basically no performance degradation on dropping the corresponding  and its bitmap. 
In Figure 27,  is not compliant with the specification but is added as a reference (however the  constraint on the maximum total number NZC is still imposed). As can be seen, a significant portion of s are extremely weak for the non-strongest TRPs: for , at least 90% of  for the weakest TRP and 45% of  for the second weakest TRP contain almost all zeros; for , the corresponding proportions are 70% and 25%, respectively. If the bitmap reporting is not enhanced, these bitmaps containing only zeros have to be reported, which is huge waste of overhead.

[image: ][image: ]
[bookmark: _Ref118577763]Figure 27 C.D.F of powers of  associated with the weaker TRPs.
In some cases, a TRP is not selected at all, then it is sufficient to omit the bitmap reporting for the said TRP based on the reported CRI. However, in other cases, it may happen that a TRP is used only for transmitting a subset of layers. The empirical probability of this happening is shown in Table 2. For  and , the probably is about 30% and 50%, respectively. If even smaller  is introduced for CJT Type II enhancement, this probability may become even higher. Take  as an example, what this probability means is that, for rank>1 transmission, about 50% of the time, at least 1 layer does not use all the configured TRPs according to the calculated , hence it will end up with reporting only zero bitmaps for those TRPs. 
To some extent, this observation is similar to regular/port-selection Type II CSI for single TRP, when certain beams/ports are only used for a subset of transmission layers. For Type II for multi-TRP, it’s just a group of beams/ports that used for a subset of layers.
[bookmark: _Ref118579700]Table 2 Empirical probability of a TRP only being used for a subset of layers.
	
	
	
	

	
	32%
	54%
	66%

	
	30%
	47%
	61%





[bookmark: _Toc118704410][bookmark: _Toc119398087] For CJT, consider TRP-specific and layer-specific NNZC and bitmap reporting.

4.3 Per TRP Reference Amplitude Reporting for W2:
In the last RAN1 meeting, the following agreement was made on W2 quantization. 
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding W2 quantization group, for each layer:
· Support the following: (Alt1) One group comprises one polarization across all N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2)
· FFS: Amplitude quantization table enhancement
· For the amplitude group other than the group associated with the SCI, the reference amplitude is reported
· Working assumption: Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
· If the support Alt3 in addition to Alt1 is confirmed, only one of the two schemes will be a basic feature for UEs supporting Rel-18 Type-II CJT codebook

In Alt.3, a single SCI is used and reported across all TRPs and a single wideband amplitude per polarization would be used and reported per TRP. This is due to the fact that different TRPs may have different pathlosses to a UE and using one wideband amplitude per polarization across all TRPs would not be good for amplitude quantization for TRPs with larger pathlosses and thus smaller amplitudes, i.e., coefficients associated to weaker TRPs would have a higher quantization noise. On the other hand,  this would result in  come increase of overhead.  We don’t have a strong view here and are open to further discussions based on evaluation results. 
4.4 On Handling Large Delay Differences between TRPs
For a given carrier frequency , the average time delay difference,  between two TRPs would result in a phase difference, i.e., between signals received from the two TRPs. If the delay difference is large, the phase difference can vary within a PMI subband and thus, cannot be corrected or compensated for by subband precoding/co-phasing. This was discussed in more details in [4].  Using a smaller PMI subband size would help, but it would result in larger feedback overhead.
Note that the phase difference, ,  due to the delay difference changes linearly with frequency,  a phase slope is sufficient to characterize this delay difference.  Since CSI-RS has one channel estimation sample per RB for each CSI-RS port (if density =1), the phase slope can be measured as phase change per RB. i.e., , where  is the bandwidth per RB in Hertz.    can be quantized between 0 to  and reported to the gNB as part of CJT PMI report. The phase change is removed from the channel associated with TRP2 before computing the precoding matrix.  
The delay difference between two TRPs can be pre-compensated based on the reported . Let  be the reported precoding matrix at PMI subband   , where  is associated with TRP1 and  with TRP2, and  is the number of PMI subbands.   The gNB can apply the precoding matrix per subband together with a phase de-rotation per RB at TRP2. This is illustrated in Figure 28, where subband precoders reported by the UE are applied to a PDSCH transmitted from TRP1 and subband precoders    are applied to the same PDSCH transmitted  from TRP2 , where  is a RB index across the CSI measurement bandwidth .  The phase de-rotation is effectively a delay pre-compensation for the delay difference between the two TRPs.  
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[bookmark: _Ref110891799]Figure 28: An example of applying precoding matrix together with per RB phase rotation based reported phase difference  per RB between two TRPs.

[bookmark: _Toc118704186][bookmark: _Toc119398065]Maximum delay spread that can be handled by Rel-16 type II CB is dependent on PMI subband size 
[bookmark: _Toc118704187][bookmark: _Toc119398066]Further reducing PMI subband size would mean increased feedback overhead
[bookmark: _Toc118704188][bookmark: _Toc119398067]Reporting delay difference between TRPs in a form of phase difference per PRB would allow gNB to perform delay pre-compensation through phase de-rotation for CJT PDSCH transmissions 
[bookmark: _Toc118704411][bookmark: _Toc119398088]Support reporting delay difference between TRPs in a form of   phase difference per PRB in CJT PMI report.

In the last RAN1 meeting, FD basis shifting was proposed by some companies as a way to deal with delay difference among TRPs.  This, however, does not mean that larger delay spread can be handled than without FD basis shifting.  In our understanding, it is only a way to align FD basis for different TRPs so that a set of common FD basis can be used for all TRPs. This is illustrated in Figure 29. However, this assumes that composite channel delay spread across all TRPs are still within the range, i.e., the phase change within a PMI subband due to delay spread remains very small and is negligible. Otherwise, if the delay difference between TRPs cause a large phase change within a subband, then CJT with FD basis shifting will not work well. Table 3 shows the maximum delay spread that can be handled by type II codebook with subcarrier spacing of 30kHz.  Even with subband size of 2RBs, maximum delay spread that can be handled by type II codebook is only 1.39us. As discussed in section 4.2.3 above,  for a BWP of 100MHz and 30kHz SCS, even with R=2, the maximum delay spread that can be handled by eType II CB is only 0.35us! 
[bookmark: _Toc118704189][bookmark: _Toc119398068]FD basis shifting does not solve the problem of  large delay differences among TRPs
 0
N3-1
FD basis/Channel delay
TRP1
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[bookmark: _Ref115364694]Figure 29: FD basis shift.
[bookmark: _Ref115448354]Table 3: Max. delay spread that can be handled by Rel-16 type 2 CB (30kHz SCS)
	PMI subband size in RBs
	PMI subband size (MHz)
	Max delay spread (us)

	2
	0.72
	1.39

	4
	1.44
	0.69

	8
	2.88
	0.35

	16
	5.76
	0.17

	32
	11.52
	0.09



In the offline discussion, the following  proposal was suggested by the FL.
Offline proposal 1.D.2: On the Type-II codebook refinement for CJT mTRP, for mode-1, study and down select (no later than RAN1#112) only one from the following schemes: 
· Alt1. The use of per-CSI-RS-resource FD basis selection offset (relative to a reference CSI-RS resource) for independent FD basis selection across N CSI-RS resources. 
· Example formulation:  where  is the FD basis selection offset for CSI-RS resource n relative to a reference CSI-RS resource  with , and  is commonly selected across N CSI-RS resources from a gNB-configured set of FD basis candidates
· The legacy FD basis selection indication scheme (combinatorial-based for N3≤19, window-based for N3>19) is applied on the commonly selected FD basis set.
· Alt2.  independently selected across N CSI-RS resources from a gNB-configured set of FD basis candidates (without any per-CSI-RS-resource FD basis selection offset)
· The legacy FD basis selection indication scheme (combinatorial-based for N3≤19, window-based for N3>19) is applied on each of the N selected FD basis sets 
In our view,   with delay difference among TRPs reported,  FD basis of all TRPs would be aligned  and there is no need for reporting FD basis offset. Therefore, delay difference reporting should be at least discussed together with FD basis offset reporting.  So, we suggest to add reporting delay differences among TRPs as another alternative.  
[bookmark: _Toc118704412][bookmark: _Toc119398089] Consider adding the following alternative to FL’s offline proposal 1.D.2:  
[bookmark: _Toc118704413][bookmark: _Toc119398090]Alt.3. Reporting per-CSI-RS-resource average delay difference (relative to a reference CSI-RS resource) among N CSI-RS resources, which is applicable to both Model 1 and mode 2. 


4.6 TRP Ordering in CJT PMI Report
For both mode 1 and mode 2 codebook structures, gNB and the UE needs to be in sync on how the TRPs are ordered in .One way would be to arrange the TRPs according to the order of CSI-RS resources in the configured CSI-RS resource set.  However, such ordering may not always be desirable in case of CSI omission.  Another way is to let the UE to determine order according to for example the CSI-RS received power, like FD basis vector re-ordering in existing Rel-16 type II codebook.   In case of CSI omission, different priorities can be assigned to W2 coefficients associated to different TRPs according to their orders in  . With TRPs ordered according to the corresponding CSI-RS signal strengths, weaker TRPs can be assigned with a lower priority and are dropped first in case of CSI omission.
[bookmark: _Toc118704414][bookmark: _Toc119398091]Support UE based TRP ordering in    according to received CSI-RS power or signal strength.  
5	Conclusion
In the previous sections we made the following observations: 
Observation 1	There is a need to be able to identify how fast the channel varies in order to select the best CSI acquisition scheme for DL precoding.
Observation 2	The cross-over points of performance for both evaluated use cases are at low speed, e.g., 10km/h.
Observation 3	Maximum doppler shift would be the same for channels with vastly different channel variabilities, and it does not reflect how fast channel varies with time.
Observation 4	In a concrete example relevant for the agreed use cases the channel variability is overestimated by almost a factor two (92%) when maximum Doppler shift minus Minimum Doppler shift is used as TDCP measure even when assuming ideal estimation.
Observation 5	Estimating the maximum Doppler shift based on channel peak(s) estimate is very complex.
Observation 6	Autocorrelation based estimation completely outperforms estimation of relative Doppler shift per channel peak (the TDL-A channel is used allowing simple conversion between Autocorrelation and max minus min Doppler shift).
Observation 7	The maximum minus minimum Doppler shift can’t be estimated through curve fitting to the Jakes form of the Autocorrelation function for realistic channels like the CDL channels or the system simulation models in 38.901 since the Autocorrelation function for these channels don’t have the Jakes form.
Observation 8	Since the UE has no access to the TX frequency, absolute Doppler shifts can’t be measured. Therefore, only the differential values in alternative A2 “Relative Doppler shift per resource” can be measured and reported. Also, the number of TRS resources has to be larger than one since one TRS resource needs to be used as reference.
Observation 9	Doppler shift depends on AoA and ZoA, not on the AoD and ZoD, and thus it has very small dependence on TX beam. Thus, there is no value in measuring the relative Doppler shift for TRSs transmitted over different TX beams from the same TRP
Observation 10	The TDCP alternative A2 “Relative Doppler shift per resource” gives no information on how fast the channel varies with time and is thus not of any use for the use cases for precoding mode selection (reciprocity, Type I, Type II) or for selection of CSI-RS/feedback periodicity.
Observation 11	The TDCP alternative A2 “Relative Doppler shift per resource” could be used to report the Relative Doppler shift for TRS resources coming from different TRPs which could be used for Doppler pre-compensation in HST scenarios. However, multi-TRP use case is not agreed for TDCP reporting, and hence we don’t think this is a prioritized use-case for the current work.
Observation 12	Since the UE doesn’t have access to the absolute TX frequency the UE has no way of measuring the absolute Doppler shift of the received signal. The first sub-alternative (first bullet) “The average Doppler shift across multiple delay-paths/peaks in measured CIR” for TDCP alternative A3 “Single Doppler shift” thus carries no useful information.
Observation 13	To measure the relative Doppler shift of a number of channel peaks is a very complex measurement.
Observation 14	For the purpose of estimating channel variability/aging e.g. for selecting precoding mode (e.g. reciprocity/Type I/Type II) or CSI-RS/reporting periodicity alternative A4 “Relative Doppler shift per CIR peak” performs worse than using the autocorrelation (alt B).
Observation 15	The TDCP measure A5 “Doppler spread estimated from peak Doppler frequency”, (the maximum Doppler shift) is a bad measure of channel variability for realistic channels like the CDL channels.
Observation 16	The method for estimating the TDCP measure A5 “Doppler spread estimated from peak Doppler frequency”, (the maximum Doppler shift) is based on the UE first performing measurements of the channel autocorrelation for a number of lags. The autocorrelation is a direct measure of channel variability, and thus a much better measure of channel variability than the maximum Doppler shift. Clearly, it doesn’t make sense to perform complex calculations of a quantity that is much worse than the original quantity (the autocorrelation).
Observation 17	The method for estimating the TDCP measure A5 “Doppler spread estimated from peak Doppler frequency”, (the maximum Doppler shift) involves a DFT of the Autocorrelation. This is complex and requires measurements of the autocorrelation for a large number of equally spaced lags to give sufficient accuracy for the estimation of the maximum Doppler shift. This results in big complexity for the UE and a large TRS overhead.
Observation 18	It is the absolute value of the cross-correlation that carries useful information on the channel variability. The phase of the cross-correlation doesn’t carry any useful information.
Observation 19	The normalized autocorrelation is very easy and straight forward to estimate in a way that is insensitive both to phase jumps and AGC and has low complexity.
Observation 20	Autocorrelation function for a number of autocorrelation lags, corresponding to the lags between TRS symbols in a single TRS-burst as well as lags between different TRS bursts, is the best method for TRS based TDCP reporting.
Observation 21	Maximum minus minimum Doppler shift completely fails to differentiate SCS variations for a CDL-A channel, while autocorrelation does a good job in differentiating SCS variations.
Observation 22	Autocorrelation based TDCP reporting outperforms that based on Maximum minus minimum Doppler shift measurement when there exists channel variations due to AoA spread and UE direction.
Observation 23	In order to know how much the channel varies over typical SRS or CSI-RS/reporting periodicities the autocorrelation needs to be estimated and reported for lags of the order of 20ms.
Observation 24	Estimates based on intra-TRS autocorrelation lags doesn’t give decent accuracy below 50km/h.
Observation 25	Estimates based on inter-TRS: autocorrelation lags of 20 or 40 slots perform best at 3km/h; autocorrelation lags of 10 and 5 slots performs best at 6km/h and 10km/h respectively.
Observation 26	Different autocorrelation lags are suitable for different UE velocities.
Observation 27	Based on the evaluated use cases, reporting of the Autocorrelation for the four lags, 4 symbols, 1 slot, ~5 slots and ~10 slots look reasonable.
Observation 28	Multi-TRS burst measurement would be needed also for Doppler shift estimates for use cases around 10km/h: a large lag results in better accuracy for both Autocorrelation and Doppler shift measurement; while a too high lag results in phase ambiguities for both measurements.
Observation 29	Mismatch in  results in significant loss of performance
Observation 30	The CSI overhead of Alt1 can be significantly reduced by not reporting empty DD-basis bitmaps
Observation 31	We find no performance gain in considering DFT TD-bases with a rotation factor.
Observation 32	Alt.2 with UE selection of number of beams per TRP provides 3-14% UTP gain than Alt.1 with number of beams configured by gNB.
Observation 33	  result in more than 10% performance loss, while  provides comparable performance to  with some reduced overhead.
Observation 34	 results in significant performance loss for L=2  while only minors performance drop for L=4.
Observation 35	  result in significant performance loss for both L=2 and L=4.
Observation 36	Large overhead saving could be achieved with not reporting bitmaps containing only zeros. This can be enabled by per TRP and per layer NNZC and bitmap reporting for CJT.
Observation 37	Maximum delay spread that can be handled by Rel-16 type II CB is dependent on PMI subband size
Observation 38	Further reducing PMI subband size would mean increased feedback overhead
Observation 39	Reporting delay difference between TRPs in a form of phase difference per PRB would allow gNB to perform delay pre-compensation through phase de-rotation for CJT PDSCH transmissions
Observation 40	FD basis shifting does not solve the problem of  large delay differences among TRPs


Based on the discussion in the previous sections we propose the following:
 Proposal 1	The maximum Doppler shift should not be used as TDCP measure
Proposal 2	“Relative Doppler shifts of different TRSs” should not be used as a TDCP report parameter.
Proposal 3	The TDCP measure alternative A3 “Single Doppler shift”, should not be adopted.
Proposal 4	Alternative A4 “Relative Doppler shift per CIR peak” should not be adopted in Rel. 18.
Proposal 5	The TDCP measure alternative A5 “Doppler spread estimated from peak Doppler frequency”, (the maximum Dopplershift) should not be adopted.
Proposal 6	Autocorrelation (i.e., the cross correlation in time) should be reported as TDCP parameter for TRS based TDCP reporting as the TDCP quantity.
Proposal 7	Support inter TRS burst measurements of the Autocorrelation function.
Proposal 8	Support intra TRS burst measurements of the Autocorrelation function.
Proposal 9	Support Autocorrelation estimate for multiple lags in TDCP reporting, including inter-TRS and intra-TRS autocorrelation lags.
Proposal 10	It is preferred to define refinement of Rel-16 regular Type II codebook first before Rel-17 type II codebook.
Proposal 11	For Type II codebook refinement for high/medium velocities, support multiple values for  with a few values greater than 0.
Proposal 12	For Type II codebook refinement for high/medium velocities, support bitmap design Alt1 with Q different 2-dimensional bitmaps
Proposal 13	For Type II codebook refinement for high/medium velocities, do not introduce rotation factor for TD-bases DFT vectors.
Proposal 14	For Type II codebook refinement for high/medium velocities, evaluate the possibility of configuring/selecting a different number of CQIs to feedback depending on duration of DD/TD compression time unit agreed for PMI.
Proposal 15	Support either Alt2 or Alt4 for configuring the total number of beams across all configured TRPs and letting the UE to report the number of selected beams for each TRP. To ease UE implementation, consider having a configurable limit on the maximum number of selected beams per TRP.
Proposal 16	Do not support adding  and  as new values for CJT Type II enhancement with Rel-16 eType II, but consider to support adding .
Proposal 17	Do not support adding  as new values for CJT Type II enhancement with Rel-16 eType II. Do not support adding  when  as a new value for CJT Type II enhancement with Rel-16 eType II, but consider to support adding  when .
Proposal 18	Larger values of parameter R are needed if delay differences among TRPs are not reported.
Proposal 19	For CJT, consider TRP-specific and layer-specific NNZC and bitmap reporting.
Proposal 20	Support reporting delay difference between TRPs in a form of   phase difference per PRB in CJT PMI report.
Proposal 21	Consider adding the following alternative to FL’s offline proposal 1.D.2:
Alt.3. Reporting per-CSI-RS-resource average delay difference (relative to a reference CSI-RS resource) among N CSI-RS resources, which is applicable to both Model 1 and mode 2.
Proposal 22	Support UE based TRP ordering in    according to received CSI-RS power or signal strength.

[bookmark: _In-sequence_SDU_delivery]
6 References
[bookmark: _Ref31185007][bookmark: _Ref174151459][bookmark: _Ref189809556]RP-213598, Revised WID: MIMO evolution for downlink and uplink, Samsung, RAN#94-e, Dec 2021
[bookmark: _Ref110961054]Chairman notes, RAN1#110-bise, October 10th  – 19th , 2022
R1-2207506, On CSI enhancements for Rel-18 NR MIMO evolution, Ericsson, RAN1#110, August 22nd – 26th, 2022
[bookmark: _Ref110892597]R1-2203229, On CSI enhancements for Rel-18 NR MIMO evolution, Ericsson, RAN1#109e, May 9th – 20th ,2022
[bookmark: _Ref119372711]R1-2211118, On CSI Enhancement, Google, RAN1#111, November 14-18, 2022.
7 Appendix
7A. Simulation assumptions for use case of TDCP reporting 

Table 4: SLS simulation assumptions for use case of TDCP reporting
	Parameter
	Value

	Scenario
	Urban macro 

	Frequency Range
	2 GHz 

	Inter-BS distance
	500 m 

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1)


	BS Tx power 
	46 dBm

	BS antenna height 
	25 m 

	UE antenna height & gain
	According to TR36.873 

	UE receiver noise figure
	9 dB

	Modulation 
	Up to 256QAM 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Simulation bandwidth 
	10 MHz 

	Frame structure 
	All downlink

	MIMO scheme
	SU-MIMO or MU-MIMO with rank adaptation 

	CSI feedback 
	CSI feedback periodicity:  20 ms 
Scheduling delay: 4 ms

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	70% 

	UE distribution
	100% outdoor 

	UE receiver
	MMSE-IRC 




Table 5: LLS simulation assumptions for TDCP reporting
	Parameter
	Value

	Carrier frequency and subcarrier spacing 
	3.5 GHz with 30 kHz SCS

	System bandwidth
	20MHz

	TRS bandwidth
	20MHz

	Channel model
	TDL-A with uncorrelated antenna elements
CDL-A 

	Delay spread 
	100ns

	UE velocity
	3km/h, 10km/h, 20km/h, 30km/h, 60km/h, 120km/h

	Antennas at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	Antennas at gNB
	16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Link adaptation
	Not relevant for simulation of TRS based Doppler accuracy

	Evaluation metrics for measurement accuracies
	RMS error, Standard deviation, Bias



[bookmark: _Ref115425804]7B. System level evaluation assumptions for Type II codebook refinement for high/medium UE velocities
[bookmark: _Ref111118408]Table 6 EVM assumptions for Rel-16 eType II codebook refinement for high/medium UE velocities
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM

	Multiple access 
	OFDMA 

	Scenario
	Dense Urban (macro only)
Mobility model: Random UE direction. UE speed: 30, 60 kmp/h

	Frequency Range
	FR1, 2GHz

	Inter-BS (site) distance
	200m 

	Channel generation model
	TR 38.901. No spatial consistency. No vehicles penetration loss modeled.

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for rank > 2
2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for rank (1, 2)

	BS Tx power 
	41 dBm (for 10MHz)

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC, Max code-block size=8448bit 

	Numerology Slot/non-slot 
	14 OFDM symbol slot

	SCS 
	15kHz 

	Number of RBs
	52 for 15 kHz SCS

	Simulation bandwidth 
	10 MHz DL

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	12

	CSI feedback 
	Periodic CSI feedback: 5 ms, 4 ms delay 
(Rel-16 baseline with parameterCombination = 6)
CSI-RS burst: B measurement instances with separation of d slots, measurement window (# slots): Ws=(B-1)*d+1

	PMI prediction
	PMI computed from buffered measurements and UE sided beam-space channel prediction (with common W1) using AR method or using
ideal channel prediction based on measured channels from future slots.
Note: Predicted PMI accounts for the scheduling delay of 4 ms

	Predicted CSI report/feedback
	Periodic predicted CSI feedback with period  ms
Number of PMIs included in report:  
TD/DD bases PMI Time-unit: slots
Number of TD/DD bases: 
Number of TD/DD bases in terms of : 
Number of DFT rotation factors for TD/DD bases: 
Number of CQIs included in report: 
TD/DD bases CQI Time-unit in terms of : 

	Overhead 
	CSI Overhead bits is logged per report, see 7E for calculation and Table with max overhead per report for different ranks 

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	20/50/70 % for SU/MU-MIMO with rank adaptation

	UE distribution
	100% outdoor 

	UE receiver
	MMSE-IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic



7C. Calculation of overhead
In Table 7, we summarize the overhead of the codebook alternatives Alt2A, Alt2B and Alt 3 in number of bits for rank .
Parameter combination 6 of Rel-16 Type II codebook is used as a reference for the selection of number of spatial beams L, the number of FD basis, the number of non-zero coefficients. Below is a summary of the parameters common for all the alternatives.
= 13
The number of bits for indicating the  selected beams = .
Number of selected FD basis, 
The number of bits, per layer, for indicating the selected FD basis of = 
Maximum number of non-zero coefficients (NZC), 
Number of bits for reporting the number of NZC in the report = 6
The number of bits, per layer, for indicating the strongest coefficient index (SCI)  
Total number of bits for indicating the quantized amplitude and phase of NZCs 
For the Rel-16 Type II report, the size of the bitmap in number of bits 
For the Rel-18 Type II report Alt 2A, let  denote the number of TD/DD basis among  basis commonly selected for all SD FD basis. For the Rel-18 Type II report Alt 2B, let  denote the number of TD/DD basis among  basis independently selected for each SD FD basis pair.
For the Rel-18 Type II report Alt 2A, the number of bits, per layer, for indicating the TD/DD basis commonly selected =  when the 0 Doppler basis is always selected.
For the Rel-18 Type II report Alt 2B, the total number of bits, per layer, for indicating the TD/DD basis selected =  when the 0 Doppler basis is always selected.
For the Rel-18 Type II report Alt 2A and Alt 2B, the size of the bitmap in number of bits 
For the Rel-18 Type II report Alt 3, let   denote the number of s reported without the use of TD/DD basis compression. 
For the Rel-18 Type II report Alt 3, when a common bit map is used for all the  the size of the bitmap in number of bits .
For the Rel-18 Type II report Alt 3, when a different bit map is used for each  the size of the bitmap in number of bits .
For the Rel-18 Type II report Alt 3, the number of non-zero coefficients scales by , and the total number of bits for indicating the quantized amplitude and phase of NZCs .10
[bookmark: _Ref115447796]Table 7: Overhead of different codebook alternatives in number of bits
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