3GPP TSG RAN WG1 #111						                      R1-2212452
Toulouse, France, November 14th – 18th, 2022

[bookmark: Source]Agenda Item:	9.2.2.1
Source:	AT&T
Title:	Discussion on AI/ML for CSI feedback enhancement
[bookmark: DocumentFor]Document for:	Discussion/Approval

Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. One of the identified use cases include:
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
For each of the use cases, one of the objectives is to 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

In RAN#109e [2], the following agreements were reached.[bookmark: _Hlk115245225]Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 
Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 



In RAN1#110[3] the following conclusion was reached 






In RAN1#110e-bis[4] the following conclusions were made Conclusion
If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, consider CSI prediction involving temporal domain as a starting point.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for evaluation,
· 100% outdoor UE is assumed for UE distribution.
· FFS: whether to add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles
· UE speed is assumed for evaluation with 10, 20, 30, 60, 120km/h
· Note: Companies to report the set/subset of speeds
· 5ms CSI feedback periodicity is taken as baseline, while other CSI feedback periodicity values can be reported for the EVM

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, companies are encouraged to report the details of their models for evaluation, including:
· The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
· The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
· The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded


Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the outdoor UEs, add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, no explicit trajectory modeling is considered for evaluation

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, and if the AI/ML model outputs multiple predicted instances, the intermediate KPI is calculated for each prediction instance

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:
· Raw channel matrixes
· Eigenvector(s)

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the evaluation of CSI prediction:
· Companies are encouraged to report the assumptions on the observation window, including number/time distance of historic CSI/channel measurements as the input of the AI/ML model, and
· Companies to report the assumptions on the prediction window, including number/time distance of predicted CSI/channel as the output of the AI/ML model
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for SLS, spatial consistency procedure A with 50m decorrelation distance from 38.901 is used (if not used, company should state this in their simulation assumptions)
· UE velocity vector is assumed as fixed over time in Procedure A modeling




Representative sub use cases for CSI feedback enhancement

In RAN1#109, spatial-frequency domain CSI compression using two-sided AI model was selected as one representative sub use case for CSI feedback enhancement. In RAN1#110 it was concluded that CSI-RS configuration and overhead reduction and resource allocation and scheduling are not selected as representative use cases for CSI feedback enhancement.  In RAN1#110bis-e it was concluded that the Joint CSI prediction and CSI compression, CSI accuracy enhancement based on traditional codebook design and Temporal-spatial-frequency domain CSI compression using two-sided model are not selected as representative sub use case for CSI feedback enhancement. 
 
With the RAN#98 deadline to finalize the sub-use cases, it is critical to complete the selection of sub-use cases on CSI feedback enhancements in this meeting, so that companies can concentrate their efforts on the approved sub-use cases. In RAN1#109 it was concluded that for any use case approval the EVM discussion first needs to be concluded therefore we propose. We believe that the CSI prediction using a one-sided AI/ML model should be selected as a representative sub-use case for CSI feedback enhancements. Unlike the CSI compression sub-use case that has been selected, which is a two-sided AI model, the CSI prediction use case is a one-sided model that is significantly unique from the CSI compression sub-use case and can considerably improve the overall performance of the system. Therefore, the EVM discussion for CSI prediction should be prioritized so that it can be agreed as a representative sub use-case and discussion on specification impact can begin.

Proposal 1: Finalize the EVM for the CSI prediction sub-use case for CSI feedback enhancements.  

Evaluation methodology for CSI compression sub use case 

In the CSI feedback procedure deployed by the current systems, the CSI measurement and the DL transmission based on the CSI measurement are performed at different time steps. Using this out-of-date CSI information for downlink scheduling reduces the spectral efficiency for the DL transmission, especially for high mobility UEs. CSI prediction can be seen as a key enabler to combat channel aging for use cases such as MU-MIMO pairing and precoding, and massive MIMO deployments that require adaptive precoding across multiple often distributed transmission points and rely on accurate channel information for precoding. Therefore, an AI/ML based CSI prediction is crucial to be selected to predict the CSI at the time of transmission based on the past CSI.  

[bookmark: _Int_NYiKMF3F]While there is a concern regarding simultaneous study of AI based CSI prediction in this agenda item and rel. 18 type II codebook enhancements in the MIMO WI, we believe both have significant distinctions and have expressed our view in detail in [5]. However, to better understand the gain of AI/ML model over non AI/ML model, we can use the same baseline for AI/ML CSI prediction as the R18 MIMO enhancement study item. 

Proposal 2: Use same baseline for AI/ML CSI prediction as in R18 MIMO CSI enhancement.

Furthermore, while there were some conclusions reached on the CSI prediction use case EVM conditioned on the CSI use case is accepted as a representative use case. We believe that we should finalize the remaining EVM items. Based on the conclusion from previous meetings [3], [4] we have the following proposals.

Proposal 3: For the evaluation of the AI/ML based CSI prediction sub use cases,
· 100% outdoor UE is assumed for UE distribution.
· FFS: whether to add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles
· UE speed is assumed for evaluation with 10, 20, 30, 60, 120km/h
· Note: Companies to report the set/subset of speeds
· 5ms CSI feedback periodicity is taken as baseline, while other CSI feedback periodicity values can be reported for the EVM

Proposal 4: For the AI/ML based CSI prediction sub use cases, companies are encouraged to report the details of their models for evaluation, including:
· Location of model (gNB or UE)
· The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
· The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
· The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
· Observation and prediction windows size
· Data pre-processing/post-processing
· Loss function
· Others are not precluded

Proposal 5: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the outdoor UEs, add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles.

Proposal 6: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, no explicit trajectory modeling is considered for evaluation.

Proposal 7: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for SLS, spatial consistency procedure A with 50m decorrelation distance from 38.901 is used (if not used, company should state this in their simulation assumptions)
· UE velocity vector is assumed as fixed over time in Procedure A modeling.

Proposal 8: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, and if the AI/ML model outputs multiple predicted instances, the intermediate KPI is calculated for each prediction instance.

Proposal 9: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:
· Raw channel matrixes
· Eigenvector(s)

Proposal 10: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the evaluation of CSI prediction:
· Companies are encouraged to report the assumptions on the observation window, including number/time distance of historic CSI/channel measurements as the input of the AI/ML model, and
· Companies to report the assumptions on the prediction window, including number/time distance of predicted CSI/channel as the output of the AI/ML model

As mentioned before by several companies in the previous meeting, the Rel-18 MIMO will not provide a single baseline result as the implementation is left to individual companies. However, we understand the concern raised by the companies about the need for a non AI/ML prediction baseline to compare against. Therefore, we have the following proposal with a note regarding use of Rel-18 MIMO as a non-AI/ML baseline for CSI prediction and any design aspects not finalized by this meeting are left for the companies to report their own designs. 

[bookmark: _Hlk118680929]Proposal 11: If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, the nearest historical CSI as well as non-AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML based CSI prediction is reported by companies.
· [bookmark: _Hlk118686762]Note: Rel-18 MIMO solution can be used as baseline for CSI prediction, and any design aspects that are not finalized by RAN1#111 are left for companies to report their own design.

We also propose that the evaluation metrics should include the average UPT, 5%ile UE throughput, and CDF of UPT.

[bookmark: _Hlk118680946][bookmark: OLE_LINK1][bookmark: OLE_LINK2]Proposal 12:  For the evaluation of the AI/ML based CSI prediction sub use cases, the throughput in the ‘Evaluation Metric’ includes average UPT, 5%ile UE throughput, and CDF of UPT.

Furthermore, the evaluation metric for the AI/ML model should be discussed to understand inference complexity for using AI/ML models.

Proposal 13:  For the evaluation of the AI/ML based CSI prediction sub use cases, the inference complexity in the ‘Evaluation Metric’ includes
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)

Finally, the agreement for the verification of generalization for general CSI feedback enhancement must be discussed and refined for the CSI prediction use-case. 

Proposal 14: For the evaluation of the AI/ML based CSI prediction sub use cases, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The configuration(s)/ scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· Other details are not precluded

Conclusion
In this contribution, we discussed a sub-use case on CSI feedback enhancements related to MU-MIMO scheduling optimization. We made the following observations and proposals.

Proposal 1: Finalize the EVM for the CSI prediction sub-use case for CSI feedback enhancements.  

Proposal 2: Use same baseline for AI/ML CSI prediction as in R18 MIMO CSI enhancement.

Proposal 3: For the evaluation of the AI/ML based CSI prediction sub use cases,
· 100% outdoor UE is assumed for UE distribution.
· FFS: whether to add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles
· UE speed is assumed for evaluation with 10, 20, 30, 60, 120km/h
· Note: Companies to report the set/subset of speeds
· 5ms CSI feedback periodicity is taken as baseline, while other CSI feedback periodicity values can be reported for the EVM

Proposal 4: For the AI/ML based CSI prediction sub use cases, companies are encouraged to report the details of their models for evaluation, including:
· Location of model (gNB or UE)
· The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
· The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
· The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
· Observation and prediction windows size
· Data pre-processing/post-processing
· Loss function
· Others are not precluded

Proposal 5: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the outdoor UEs, add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles.

Proposal 6: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, no explicit trajectory modeling is considered for evaluation.

Proposal 7: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for SLS, spatial consistency procedure A with 50m decorrelation distance from 38.901 is used (if not used, company should state this in their simulation assumptions)
· UE velocity vector is assumed as fixed over time in Procedure A modeling.

Proposal 8: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, and if the AI/ML model outputs multiple predicted instances, the intermediate KPI is calculated for each prediction instance.

Proposal 9: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:
· Raw channel matrixes
· Eigenvector(s)

Proposal 10: If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the evaluation of CSI prediction:
· Companies are encouraged to report the assumptions on the observation window, including number/time distance of historic CSI/channel measurements as the input of the AI/ML model, and
· Companies to report the assumptions on the prediction window, including number/time distance of predicted CSI/channel as the output of the AI/ML model

Proposal 11: If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, the nearest historical CSI as well as non-AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML based CSI prediction is reported by companies.
· Note: Rel-18 MIMO solution can be used as baseline for CSI prediction, and any design aspects that are not finalized by RAN1#111 are left for companies to report their own design.

Proposal 12:  For the evaluation of the AI/ML based CSI prediction sub use cases, the throughput in the ‘Evaluation Metric’ includes average UPT, 5%ile UE throughput, and CDF of UPT.

Proposal 13:  For the evaluation of the AI/ML based CSI prediction sub use cases, the inference complexity in the ‘Evaluation Metric’ includes
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)

Proposal 14: For the evaluation of the AI/ML based CSI prediction sub use cases, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The configuration(s)/ scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· Other details are not precluded
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