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1	Introduction
[bookmark: OLE_LINK146]In was concluded and agreed in RAN1#110bis-e that:
	[bookmark: _Hlk118216788]Conclusion
· Defer the discussion of prioritization of online/offline training for AI/ML based positioning until more progress on online vs. offline training discussion in agenda 9.2.1.

[bookmark: OLE_LINK81]Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· [bookmark: OLE_LINK141][bookmark: OLE_LINK142][bookmark: OLE_LINK138][bookmark: OLE_LINK139]Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· [bookmark: OLE_LINK140]Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

[bookmark: OLE_LINK82][bookmark: OLE_LINK84]Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

[bookmark: OLE_LINK219]Agreement
[bookmark: OLE_LINK218]Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded


[bookmark: OLE_LINK83]Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data



In this contribution, sub use cased and positioning methods will be discussed, and together with their corresponding spec impact.

2	Discussion
2.1	Sub use cases and positioning methods
It is agreed in RAN1#110bis-e that there are 5 basic cases to further study[1].
	Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning



There are three aspects in each case:
· [bookmark: OLE_LINK216]How the measurement and the derivation for UE’s location is conducted: UE-based, UE-assisted/LMF-based, NG-RAN node assisted
· Where the model resides: UE-side model, LMF-side model, gNB-side model.
· Sub use cases: Direct AI/ML positioning, AI/ML assisted positioning.

In the following discussion, we are focusing on UE-based, UE-assisted/LMF-based positioning methods.
[bookmark: OLE_LINK151][bookmark: OLE_LINK143]2.1.1 UE-based positioning with UE-side model, direct AI/ML positioning
Since the goal of positioning is to obtain UE’s location, UE based positioning is the most straightforward methods of all. UE takes measurements and infers its own location, with the help of assistance information from NW.
With a UE-side model, if the model is trained at UE, the UE can use as many measurements as it can have as the input to the model to enhance the accuracy, those measurements include but not limit to: CIR, RSRP, sensors, GNSS metrics, WLAN metrics and Bluetooth metrics. UE probably needs more assistance information when utilizing those measurements. The assistance information can be obtained via exist LPP signalling or dedicated LPP signalling. If the model is trained at NW, the UE can also provide as many measurements as it can gather to the NW.
Direct AI/ML positioning can achieve better performance compared to legacy methods and maybe AI/ML assisted positioning, but the generalization capability is inferior to them. However, with the help of some methods, such as transfer learning, it can still achieve good performance [2]. If there are also other signal sources (WLAN, sensors, etc.), the measurements on them can also be used as dataset to improve the generalization capability. Although the model for direct AI/ML positioning is usually large and time consuming, some fine-tuning methods are lightweight in terms of training computational complexity so the generalization can be done only at the UE side.
[bookmark: OLE_LINK205][bookmark: OLE_LINK206]UE-based positioning with UE-side model and direct AI/ML positioning has the potential to easily generalize only at UE side, with the help of the assistance information from NW.
For UE-based positioning with UE-side model and direct AI/ML positioning, study the spec impact of fine-tuning only at UE side.
2.1.2 UE-based positioning with UE-side model, AI/ML assisted positioning
UE can use its own model to derive some intermediate metrics, such as LOS/NLOS conditions, TOA, and feed them to legacy algorithms such as LS to calculate the final location. Or it can use those intermediate metrics as model input and calculate the final location using another AI/ML model.
The intermediate metrics can not only be used to derive the location, it can be also reported to NW. NW can use those metrics to verify the UE’s positioning results with its own methods. This is especially beneficial in model training to shorten the training time, and in model monitoring to improve the monitoring efficiency.
[bookmark: OLE_LINK207][bookmark: OLE_LINK148]In UE-based positioning with UE-side model and AI/ML assisted positioning, UE can report intermediate results to NW to speed up training and improve the performance of model monitoring.
This case has all the benefits that UE-based positioning with UE-side model provides. Furthermore, because the requirement of memory and computational resource of AI/ML assisted positioning is far less than direct AI/ML positioning [2], it is more feasible for UE to train its own model, so the model can be UE-specific. Since the generalization performance is better than direct AI/ML positioning, the lifetime of the UE model can be very long when UE is moving back and forth from several fixed scenarios, e.g., a moving robot is working for some indoor factories.
[bookmark: OLE_LINK208]The model for UE-based positioning with UE-side model and AI/ML assisted positioning can be trained by UE itself with small training effort and made UE-specific, which reduces the effort of LCM.
[bookmark: OLE_LINK149][bookmark: OLE_LINK167]2.1.3 UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
UE uses UE-side model to derive the intermediate metrics, such as LOS/NLOS probability, TOA, etc. and reports them to LMF. LMF uses its own algorithms, whether it is a conventional one or an AI/ML model or a combination of both, to calculate the UE’s location.
Since the model for this case is usually small [3], the training can take place at UE side, with the help of the assistance information from the NW.
The generalization of the model in this case is better than AI/ML assisted positioning, which means the lifetime of the model can usually be longer than direct AI/ML positioning. Like UE-based positioning with UE-side model and AI/ML assisted positioning, the model has a chance to be made as UE-specific, especially if there’s only a fixed number of areas where the UE works in, e.g., a guide robot in a multi-story factory, by using some methods like mixed dataset to enhance its generalization capability. This means the UE does not need to change or update the model if the scenario changes.
[bookmark: OLE_LINK209]The model for UE-assisted/LMF-based positioning with UE-side mode and AI/ML assisted positioning can be trained by the UE itself and it can be UE-specific, which has a potential to generalize well even without model monitoring and update.
[bookmark: OLE_LINK150]For UE-based positioning with UE-side model and AI/ML assisted positioning, study the spec impact of a UE-specific model without model monitoring and update.
[bookmark: OLE_LINK238][bookmark: OLE_LINK177]2.1.4 UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
In this case, UE reports the channel measurements or intermediate metrics or the combination of both to LMF. LMF uses the measurements and metrics to calculate the UE’s location, using the model in LMF itself. The reporting can be the current LPP signalling or an extended version of it.
[bookmark: OLE_LINK179][bookmark: OLE_LINK178]LMF has more memory and computation power than UE so the model can be very sophisticated, taking any measurements and metrics as its input. There can be several models in the LMF, LMF choses the model based on the model input, the scenario where the UE is in, or the model’s generalization capability. It gives the LMF and/or more freedom to choose whatever to report, depending on the accuracy performance the UE and the NW needs. For example, if the UE is a guide robot, it may not need a very precise location to lead the followers, but the power is very limited since it should be cableless, it can report very few metrics to LMF with a little computation. The LMF receives the report and takes those metrics as the input to get a rough location and send the result back to the UE. The UE uses this location, together with its build-in obstacle-avoiding methods to guide its own way.
[bookmark: OLE_LINK210]In UE-assisted/LMF-based positioning with LMF-side model and direct AI/ML positioning, LMF can be deployed with several models, each model can take its own input and has its own performance. UE/NW can choose what UE reports to the LMF and which model to use.
[bookmark: OLE_LINK239]For UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning, study the spec impact of a model pool at LMF, where each model has its own inputs and performance.
2.2 Training data collection
It was agreed that the data collection needs to be further studied for the agreed cases.
	Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· [bookmark: OLE_LINK152]Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· [bookmark: OLE_LINK153]Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signalling indicating reference signal configuration(s) to derive label and/or other training data



In our opinion, data collection is at least for four purposes, which are shown as follows together with where the data is used.
· Training a model. The model can be trained at UE side or NW side.
· Finetuning the model. The finetuning can be done at either side and it does not have to be at the same side where the training is done.
· Monitoring the model. Like finetuning, monitoring can be done on either side.
· Re-train the model. It is the same as training the model from scratch, except some performance can be compared to the former trained model. It does not have to be at the same side where the model has been trained before.
Since the data collection is agreed to be case specific and only for training, we are going to discuss it case by case for model training.
[bookmark: OLE_LINK162][bookmark: OLE_LINK172]2.2.1 UE-based positioning with UE-side model, direct AI/ML positioning
[bookmark: OLE_LINK160]Entity:
An obvious entity providing training data is a PRU. PRUs can be scattered around the indoor ground for every floor. Because it is direct AI/ML positioning, PRUs should spread evenly in the hall, or denser in some areas in the hall to capture the data-label correspondence. The data of other positions in the same hall can be the result of interpolating a few nearest PRUs.
[bookmark: OLE_LINK220][bookmark: OLE_LINK221]Other UEs can be the entity too if their position is accurate enough, especially when it is relatively far from the PRUs. NW or the UE itself monitors its own positioning performance via the model monitoring procedure and/or the feedbacks from the environment. If the performance is better than the interpolation result of PRUs, we consider the UE’s location is accurate enough.
[bookmark: OLE_LINK161]Feasibility:
[bookmark: OLE_LINK164][bookmark: OLE_LINK163]PRUs should be deployed to any of the InF scenarios, otherwise there are no ground truth labels for the dataset, especially for InF-DH. The amount of PRUs depends on the model performance of UE-side models. PRUs should be deployed as few as possible.
Since all the location information is available at LMF, and the training effort of direct AI/ML positioning is not trivial. The training is better done at LMF. Therefore, the data are all collected and get transferred to the LMF.
[bookmark: OLE_LINK165]UE also needs the dataset if it needs to fine-tune the model, but the amount of the data for fine-tuning is far less than training [2]. So only the data collected from PRUs may be enough.
[bookmark: OLE_LINK166]Data:
· [bookmark: OLE_LINK171]PDP, or truncated PDP
· [bookmark: OLE_LINK170]If PDP is not enough, it can be CIR, or truncated CIR, or compressed CIR if UE performs CIR compression, extracting features from the CIR.
· RSRP.
· Horizontal location.

[bookmark: OLE_LINK215]A UE can provide training data if its positioning results are more accurate than interpolated results from PRUs.
[bookmark: OLE_LINK168]2.2.2 UE-based positioning with UE-side model, AI/ML assisted positioning
Entity:
PRUs are still needed. But since its UE-based positioning, the UE derives its own location. NW can help UE validate its model performance if UE transmits intermediate metrics to NW. The data collection from other UEs is more convenient than direct AI/ML positioning. Feedbacks from the environment may not be needed anymore.
Feasibility:
PRUs should be deployed to any of the InF scenarios, otherwise there are no ground truth labels for the dataset, especially for InF-DH. The amount of PRUs depends on the model performance of UE-side models. PRUs should be deployed as few as possible if the data provided by other UEs are precise enough.
UE also need the dataset when it is training or fine-tuning, so NW should send the dataset to the UE. However, because the generalization is better than direct AI/ML positioning, the model can be UE-specific, and no update is needed after training. Therefore, the data size may not be a concern for fine-tuing.
Data:
· [bookmark: OLE_LINK174]PDP, or truncated PDP
· If PDP is not enough, it can be CIR, or truncated CIR, or compressed CIR if UE performs CIR compression, extracting features from the CIR.
· RSRP.
· Horizontal location.
· LOS/NLOS condition, TOA, DOA, and other intermediate metrics.

2.2.3 UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
Entity:
[bookmark: OLE_LINK169]Same as UE-based positioning with UE-side model, AI/ML assisted positioning.
Feasibility:
Since UE-side model for AI/ML assisted positioning has the potential to be UE-specific, so the training can be also done at UE side, even it is LMF-based.
Data:
Same as UE-based positioning with UE-side model, AI/ML assisted positioning.

2.2.4 UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
Entity:
[bookmark: OLE_LINK173]Same as UE-based positioning with UE-side model, direct AI/ML positioning.
Feasibility:
Same as UE-based positioning with UE-side model, direct AI/ML positioning. Except that the model is for LMF itself and LMF can deploy several models.
Data:
· PDP, or truncated PDP
· If PDP is not enough, it can be CIR, or truncated CIR, or compressed CIR if UE performs CIR compression, extracting features from the CIR.
· RSRP.
· Horizontal location.
· LOS/NLOS condition, TOA, DOA, and other intermediate metrics.


Conclusion
In the previous sections the following observations were made: 
1. UE-based positioning with UE-side model and direct AI/ML positioning has the potential to easily generalize only at UE side, with the help of the assistance information from NW.
1. In UE-based positioning with UE-side model and AI/ML assisted positioning, UE can report intermediate results to NW to speed up training and improve the performance of model monitoring.
1. The model for UE-based positioning with UE-side model and AI/ML assisted positioning can be trained by UE itself with small training effort and made UE-specific, which reduces the effort of LCM.
1. The model for UE-assisted/LMF-based positioning with UE-side mode and AI/ML assisted positioning can be trained by the UE itself and it can be UE-specific, which has a potential to generalize well even without model monitoring and update.
1. In UE-assisted/LMF-based positioning with LMF-side model and direct AI/ML positioning, LMF can be deployed with several models, each model can take its own input and has its own performance. UE/NW can choose what UE reports to the LMF and which model to use.
1. A UE can provide training data if its positioning results are more accurate than interpolated results from PRUs.


Based on the discussion in this contribution we propose the following:
1. For UE-based positioning with UE-side model and direct AI/ML positioning, study the spec impact of fine-tuning only at UE side.
1. For UE-based positioning with UE-side model and AI/ML assisted positioning, study the spec impact of a UE-specific model without model monitoring and update.
1. For UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning, study the spec impact of a model pool at LMF, where each model has its own inputs and performance.
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