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1	Introduction
In RAN1#110bis-e [2], progress was made in several design aspects of the three CSI features, summarised as followed:
· Type-II-CJT
· UE selection and reporting of  TRPs with -bit bitmap in Part 1 CSI. gNB can restrict conf. to 
· SD-FD bases selection w.r.t. polarisations and layers follow legacy behaviour
· Different number of SD beams, , may be configured by gNB or selected/reported by UE (down-selection in RAN1#111)
· Same number of FD basis vectors for each of the reported TRPs
·  quantisation: single SCI for all TRPs without strongest TRP indicator, 2 reference amplitudes (one per polarisation across TRPs), working assumptions on  reference amplitudes (one per polarisation per TRP), 1 reference phase
· Type-II-Doppler
·  predicted CSI without Doppler-domain (DD) compression or  predicted CSIs with DD compression
· CSI reporting window has configurable starting slot at reference resource or on or after the CSI reporting slot
· TDCP reporting
· Only aperiodic reporting is supported
· List of 6 alternative reporting quantities based on Doppler profile or quantized amplitudes of time-correlation profile
Several open issues were also identified and prioritised for discussion, summarised in the following table:
Table 1. Priority issues to be addressed in RAN1#111.
	
	Issue
	Topic

	1
	Type-II CJT 
	Ln determination scheme

	2
	
	W2 quantization:  working assumption on Alt3, extension to N=3,4

	3
	
	Codebook parameters: candidates of value (apart from parameter combination optimization)

	4
	
	Details for mode-1/2: co-scale or not, FD basis offset

	5
	
	NNZC and bitmap design: exact design with potential overhead reduction

	6
	Type-II Doppler
	FFS: Whether to prioritize/down-select refinement of Rel-16 vs Rel-17 Type-II

	7
	
	DD unit: PMI only vs PMI+CQI

	8
	
	DD codebook (Q, N4, d) & UE-side prediction (W_CSI, delta, K, m) parameters: candidates of value (apart from parameter combination optimization)

	9
	
	Codebook structure: with vs without rotation factors 

	10
	
	NNZC and bitmap design: Alt1 vs Alt2, overhead reduction

	11
	TDCP
	TDCP parameter(s): finalize down-selection of parameter type 

	
	
	



In this paper we discuss the open issues that were identified for each of the three features, elaborate on our proposals and present some simulation results based on the agreed EVM assumptions.

[bookmark: _Ref54348033]2	Type-II CJT

2.1	Issue 1:  determination scheme
In RAN1#110bis-e the following four alternatives were identified for the determination scheme of the number, , of SD basis vectors per TRP.
Agreement
On the SD basis selection for Type-II codebook refinement for CJT mTRP, on the L parameter, down select from the following alternatives (by RAN1#111):
· Alt1. Each of the {Ln, n=1, ..., N} is gNB-configured via higher-layer (RRC) signaling 
· FFS: The candidate values for Ln, e.g. follow the legacy specification 
· Alt2.  where Ltot is gNB-configured via higher-layer (RRC) signaling and the relative value(s) of {Ln, n=1, ..., N} are reported by the UE 
· TBD: Whether for a given configured value of Ltot, the possible combinations of {Ln, n=1, ..., N} are fixed/pre-determined or gNB-configured via higher-layer (RRC) signaling
· TBD: Whether the value(s) of {Ln, n=1, ..., N} are reported implicitly or explicitly, and whether some value(s) don’t need to be reported 
· FFS: The candidate values for Ln
· Alt3. An L parameter is gNB-configured via higher-layer (RRC) signaling and {Ln, n=1, ..., N} are determined from the value of L 
· TBD: How to determine {Ln, n=1, ..., N} from L, e.g. L1=L and other Ln = L/2
· FFS: The candidate values for L
· Alt4. Lmax is gNB-configured via higher-layer (RRC) signaling and the relative value(s) of {Ln, n=1, ..., N} are reported by the UE 
· The relative value(s) of {Ln, n=1, ..., N} are reported by the UE, such that 
· TBD: Whether the value(s) of {Ln, n=1, ..., N} are reported implicitly or explicitly, and whether some value(s) don’t need to be reported
· FFS: The candidate values for Ln
It was also agreed that a UE selects  out of  TRPs and reports an -bit bitmap in Part 1 CSI. Besides, the gNB can restrict the configuration with , so there is no UE selection of TRPs and no bitmap in Part 1.
Agreement
On the Type-II codebook refinement for CJT mTRP, the selection of N CSI-RS resources is performed by UE and reported as a part of CSI report where N{1,..., NTRP} 
· N is the number of cooperating CSI-RS resources, while NTRP is the maximum number of cooperating CSI-RS resources configured by gNB via higher-layer signaling
· The selection of N out of NTRP CSI-RS resources is reported via NTRP-bit bitmap in CSI part 1
· Note: The value of N is inferred from the selection
· A restricted configuration (gNB-configured via higher-layer signaling) where N=NTRP is supported
· NTRP-bit bitmap is not reported when the restriction is configured
· FFS: Whether other RRC-configured TRP selection restriction including configuring the value of N is supported
· This feature is UE optional 
Note: This agreement does not impact the decision on Ln being configured by gNB or selected by UE
Note: per WID and previous agreement, the candidate values for NTRP of are 1, 2, 3, and 4.
Note: only one transmission hypothesis is reported. UE is not mandated to calculate CSI for multiple transmission hypotheses.
Alt 3 is a special case of Alt 1 and Alt 2 is included in Alt 4. In fact, if a UE is allowed to select different numbers of spatial beams per TRP, a restriction on the maximum total number, , may be preferable to a restriction on the exact total number, . Therefore, we suggest reducing the number of alternative schemes to Alt 1 and 4.
Proposal 1. [bookmark: _Ref118658204]Regarding  determination scheme, reduce the number of alternatives for down-selection to Alt 1 and Alt 4. 
As reported in the second agreement, a UE can already select the  TRPs for CSI reporting based, for example, on measured RSRP. It is also possible for the gNB to select the  for the CSI reporting configuration from a wider CJT cooperation set, based on RSRP measurements obtained, for example, from SRS or from previous beam reporting. This gNB selection, which is possible if RSRP measurements are available at the gNB, has the benefit of reducing CSI-RS resources by avoiding transmitting CSI-RS from TRPs with low RSRP that are unlikely to be selected by a UE. When one or both TRP selection mechanisms, by gNB and/or UE, are in place, there seems to be little need for additional flexibility in selecting different number of SD basis vectors per TRP.
We simulated Alt 1 and Alt 4 with . For Alt 1, we configure , , for the RMa Outdoor1 scenario at 700MHz, and , , for the UMa Outdoor2A scenario at 2GHz. For Alt 4, we set , for the RMa Outdoor1 scenario, and , for the UMa Outdoor2A scenario. The mean and cell-edge throughput results are shown in Figure 1 and Figure 3 for scenario Outdoor1 and Outdoor2A, respectively. For both  selection schemes, the UE selects  TRPs for CSI reporting. The probability mass functions for  obtained by simulations are also reported in Figure 2 and Figure 4 for scenario Outdoor1 and Outdoor2A, respectively. We do not observe any appreciable gain with UE selected  compared to gNB determined  for the 700MHz scenario and for the mean throughput in the 2GHz scenario, whereas we observe about 4.9% gain in cell-edge performance for the 2GHz scenario.
Observation 1. [bookmark: _Ref118658129]Regarding  determination scheme, in simulations we do not observe any appreciable gain of Alt 4 over Alt1 for the 700MHz Outdoor1 scenario and for the mean throughput in the 2GHz Outdoor2A scenario, whereas we observe about 4.9% gain in cell-edge throughput for the 2GHz Outdoor2A scenario.
Proposal 2. [bookmark: _Ref118658218]Regarding  determination scheme, support Alt 1.
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[bookmark: _Ref118640325]Figure 1. Throughput comparison between Alt1 and Alt4 for  determination scheme for the RMa Outdoor1 scenario.
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[bookmark: _Ref118640616]Figure 2. Probability mass of the number of selected TRPs  for the RMa Outdoor1 scenario.
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[bookmark: _Ref118640327]Figure 3. Throughput comparison between Alt1 and Alt4 for  determination scheme for the UMa Outdoor2A scenario.
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[bookmark: _Ref118640618]Figure 4. Probability mass of the number of selected TRPs  for the UMa Outdoor2A scenario.




2.2	Issue 3: candidate values for codebook parameters
In RAN1#110bis-e, it was agreed to adopt the legacy codebook parameters of Rel16 and Rel17 Type-II codebooks and to consider new candidate values for some of the parameters. Note that, once the candidate value set is determined for each parameter, the actual parameter combination selection will down-select a small group of parameter combinations (6 or 8) based on the throughput-overhead trade-off. 
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameters, for a given CSI-RS resource, the supported value(s) of the following parameters follow the legacy (Rel-16 regular eType-II and Rel-17 PS FeType-II) specification: 
· N1, N2, N3, O1, O2 
· M (only for design based on Rel-17 PS FeType-II)
For the following parameters, decide in RAN1#111 whether the supported value(s) follow the legacy (Rel-16 regular eType-II and Rel-17 PS FeType-II) specification or further refinement is needed: 
· R: including, e.g. supporting only R=1, or supporting larger R values
· Mv/pv (Rel-16 regular eType-II): including, e.g. supporting smaller pv values such as {1/8, 1/4, 1/2} for v=1,2 and/or removing larger legacy value(s)
· : including, e.g. supporting smaller values such as {1/16, 1/8, 3/8} 
Note: The outcome of Parameter Combination discussion will further restrict the supported combinations of parameter value(s)
FFS: For N>1, whether the maximum 2N1N2 (identical to the number of CSI-RS ports used for CMR) is limited to 32 just as in legacy specification
Regarding the maximum number of ports, we think limiting the maximum number of ports per TRP,  to 32, as per legacy specifications, is sufficient. The total number of ports that can be supported across the  TRPs configured for measurement can be discussed later as part of the UE capability discussion, similarly to what was done for Type-I-NCJT CSI in Rel-17.
Proposal 3. [bookmark: _Ref118658234]Reuse legacy restriction on the maximum number of ports per TRP, . Further restrictions on the total number of ports supported across the  TRPs configured for measurement can be discussed later as part of UE capabilities.
Regarding candidate values of , we also think that legacy values of 1 and 2 can be reused.
Proposal 4. [bookmark: _Ref118658246]Reuse legacy values for parameter .
Regarding the values of  and , we think it is reasonable to consider some additional candidate values to lower the feedback overhead, particularly with respect to the bitmap size and the total number of NZC as a fraction of the bitmap size for rank 1. The two possibilities are to consider a smaller value for the FD basis set, for example  for rank  and , respectively, and/or a smaller value of .
Proposal 5. [bookmark: _Ref118658256]Consider additional candidate values of  for rank  and , respectively, .

2.3	Issue 4: FD basis offsets per TRP
In offline email discussion after RAN1#110bis-e, the following alternatives were proposed regarding the reporting of  for mode-1.
Offline proposal
On the Type-II codebook refinement for CJT mTRP, for mode-1, study and down select (no later than RAN1#112) only one from the following schemes: 
· Alt1. The use of per-CSI-RS-resource FD basis selection offset (relative to a reference CSI-RS resource) for independent FD basis selection across N CSI-RS resources. 
· Example formulation:  where  is the FD basis selection offset for CSI-RS resource n relative to a reference CSI-RS resource  with , and  is commonly selected across N CSI-RS resources from a gNB-configured set of FD basis candidates
· Alt2.  independently selected across N CSI-RS resources from a gNB-configured set of FD basis candidates (without any per-CSI-RS-resource FD basis selection offset)
· Alt3. The use of per-CSI-RS-resource FD basis selection offset (relative to a reference CSI-RS resource) for independent FD basis selection across N CSI-RS resources. 
· Example formulation:  where  is the FD basis selection offset for CSI-RS resource n relative to a reference CSI-RS resource  with , and  is independently selected across N CSI-RS resources from a gNB-configured set of FD basis candidates.
For all the above alternatives, the legacy FD basis selection indication scheme (combinatorial-based for N3≤19, window-based for N3>19) is applied on each selected FD basis.
Note: Per previous agreements, the number of selected FS basis vectors (Mv/pv or M) is gNB-configured via higher-layer signaling and common across the N CSI-RS resources
The main use case for mode-1 is CJT scenarios where different distances between TRPs and UE may cause relative shifts of the dominant delays between TRPs. Reporting an FD basis offset with respect to a reference TRP allows to compensate for these delay differences and maximise the alignment between FD basis vectors across TRPs. Hence, reporting a single , as for mode-2, and relative FD basis offsets per TRP allows to indicate different  per TRP. These relative shifts correspond to subband-level co-phasing between TRPs along a phase ramp.
Note that the proposed FD basis offsets are different from the cyclic shift applied to the SCI and FD basis set in Rel16-Type-II. In legacy codebooks, the FD basis component indices are reported/interpreted relative to a reference, which is either the FD component of the strongest coefficient for a given layer (Rel-16) or the selected FD component of lowest index (Rel-17). This is possible because a precoder vector is transparent to a phase multiplication applied to all the transmit ports, hence a cyclic shift applied to the selected FD component indices does not need reporting. Conversely, the proposed FD basis offsets need reporting because the relative shift of the FD bases between TRPs need to be applied in the precoder reconstruction.
Note that one TRP can be taken as reference, hence no FD basis offset needs reporting for the reference TRP, which can be assumed to be the TRP corresponding to the strongest coefficient.
Figure 5 illustrates an example of FD offset applied to the FD basis vectors of TRP 1 to align their amplitude profile to that of TRP 0, taken as reference TRP. The UE may then select, for example, the  strongest FD components for both TRPs as components 0,1,6,7. The UE reports an FD offset  for TRP 1. This offset is applied in the precoder matrix reconstruction to obtain a different set of FD components for TRP 1, such that components 2,3,0,1 are used to combine beams for TRP 1 and FD components 0,1,6,7 are used for TRP 0.
[image: ]
[bookmark: _Ref101899526]Figure 5. Example of cyclic shift applied to the FD basis set of TRP 1 to achieve better alignment between TRPs for common FD basis component selection.

Observation 1. [bookmark: _Ref115462049]
Observation 2. [bookmark: _Ref118658153]The reporting of an FD offset allows to reduce the overhead of Mode 1 by selecting different FD bases per TRP and reporting a single . It also achieves a unified design between Mode 1 and Mode 2.
Observation 3. [bookmark: _Ref115462059]The reporting of an FD offset is needed for Rel-17-based CJT also for  (no reporting of ) to indicate the relative delays between TRPs. 
Proposal 1. [bookmark: _Ref102122121][bookmark: _Ref111214606][bookmark: _Ref115462283]
Proposal 2. 
Proposal 3. 
Proposal 4. 
Proposal 5. 
Proposal 6. [bookmark: _Ref118658268]For Type-II CJT, support unified reporting of a single  for both Mode 1 and Mode 2 and both Rel-16 and Rel-17 extension, by reporting an FD offset per TRP with respect to a reference TRP.
Proposal 7. [bookmark: _Ref115462298]For Type-II CJT, with Rel-17-based extension, support reporting of an FD offset per TRP with respect to a reference TRP for both  and .


2.4	Issue 5: NNZC and bitmap design
In RAN1110bis-e, the following two alternatives were identified regarding the bitmap design.
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the bitmap(s) for indicating the locations of NZCs, down-select from the following alternatives for the size of the bitmap for CSI-RS resource n (Bn) (by RAN1#111):
· Alt1. Analogous to legacy,  ( for mode 2)
· Alt2. Non-rectangular bitmap, i.e., NZC bitmap allowing different lengths for different SD/FD basis vectors.
· TBD: How to determine the lengths for different SD/FD basis vectors
Regarding the number of NZC, it was also agreed that the constraint on the max NNZC per layer, , is applied across the  TRPs and that the constraint on the maximum total number of NZC across all layers and across the  TRPs is .
Agreement
For the Rel-18 Type-II codebook refinement for CJT mTRP, the constraint on the maximum number of non-zero coefficients (NZCs) per-layer (K0) is defined jointly across all N CSI-RS resources
· TBD: the constraint on the total number of NZCs across all layers 
Agreement
For the Rel-18 Type-II codebook refinement for CJT mTRP, also support a constraint on the total number of non-zero coefficients (NZCs) summed across all layers:
· Following the legacy specification, the maximum total number is 
Further to the proposal of non-rectangular bitmap, the following two examples were provided as possible optimisations.
· Example 1. For a CSI-RS resource n<=N, a selected FD basis f1 and a selected SD basis s1, the bitmap includes bits associated with the set of {(f1, s1)} with d(f1, s1)<=d_n, where d_n can be a fixed value or configured by gNB, d(f1, s1) = min(|f1-f0|, Mv-|f1-f0|) + min(|s1-s0|, Ln - |s1-s0|), s0 and f0 denotes a reference SD basis and a reference FD basis, respectively.
· Example 2. For a CSI-RS resource n<=N, the bitmap length is 2Ln- k * d for a selected FD basis f1, where k denotes a scaling value (fixed or configured by gNB), d = min(|f1-f0|, Mv-|f1-f0|), and f0 denotes a reference FD basis.
In our view, the benefit of reusing the simple legacy bitmap design has priority over a small overhead saving that can be obtained by optimising the bitmap design. A similar approach was taken when the simple bitmap design was preferred to the more efficient but complicated combinatorial indication in Rel16-Type-II.
Proposal 1. [bookmark: _Ref115462269]
Proposal 2. 
Proposal 3. 
Proposal 4. 
Proposal 5. 
Proposal 6. 
Proposal 7. 
Proposal 8. [bookmark: _Ref118658290]Regarding Issue 5 (bitmap design), support Alt 1 with legacy bitmap design.

3	Type-II Doppler
[bookmark: _Ref101288260][bookmark: _Ref111191937]3.1	Issue 7: Time/Doppler-domain unit
In RAN1#110 the following was agreed regarding the introduction of the time-domain/Doppler-domain unit:
Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, support DD/TD (compression) unit (analogous to PMI sub-band for Rel-16 codebook) as a codebook parameter.
· FFS: whether this parameter is defined as a function of another parameter
· FFS: whether this is used for PMI only or PMI/CQI
The TD/DD unit represents the time duration in slots () associated with each of the  reported CSIs. Therefore, it makes sense to associate this time unit to both a PMI and its corresponding CQI. Reporting multiple CQIs allows to track variations in channel quality for longer CSI reporting window, when  PMIs are reported. However, associating a time interval of  slots to a CQI may imply the need for a UE to predict the channel for each of these slots to be able to calculate an average CQI across the  slots. One alternative is to associate to a CQI to a reported PMI, or to a single slot within the application time of the PMI.
Proposal 9. [bookmark: _Ref118658379]Define the DD unit as the time duration in slots () associated with each of the  reported PMIs. Associate each of the  reported CQIs to one or more of the  PMIs.

3.2	Issue 8: DD codebook and UE-side prediction parameters
In RAN1#110bis-e, some alternatives were introduced in the determination of the number of selected DD basis vectors, ,  the duration in slots, , and the starting slot offset, , of the CSI reporting window:
Agreement
For the Type-II codebook refinement for high/medium velocities, for N4>1, study the supported values for Q from (but not limited to) the following candidates, in conjunction with the supported values of N4 and DD units:
· Alt1. Q is determined as a function of N4, e.g., Q=2 for N4=2, and Q=ceil(N4/2) for N4>2
· Alt2. Q is selected from multiple candidate values, e.g., {2, 3, 4, …,} (or a subset thereof, e.g. {2, 3}), the maximum value is FFS
· Alt3. Only single value is supported, e.g. Q=2 only or Q=4 only
Agreement
On the CSI reporting and measurement for the Rel-18 Type-II codebook refinement for high/medium velocities, when UE-side prediction is assumed, study the supported value(s) for δ and WCSI from (but not limited to) the following candidates, in conjunction with the supported values of N4 and DD units:
· δ (slots): {0, 1, 2, 3, 4, 6, 8}, or a subset thereof with at least two values including 0, or a single fixed value (e.g. 0 or 1) 
· WCSI (slots): 1, N4, following periodicity of P/SP-CSI-RS or SP-CSI (e.g., 4, 5, 8, 10, 16, 20, 40),  (d=DD unit size in slots, N4 is unit-less)
FFS: Dependence on sub-carrier spacing should also be studied
Proposal 10. [bookmark: _Ref118658394]Regarding the value of  for , support a single value of .
Proposal 11. [bookmark: _Ref118658404]Regarding the values of , support  as candidate value and at most one additional value from .
Proposal 12. [bookmark: _Ref118658416]Define the duration of the CSI reporting window as  slots.
Proposal 13. [bookmark: _Ref118658426]Regarding the values of , support only the candidate set .


3.3	Issue 9: on the rotation factors for the DD basis vectors
In RAN1#110bis-e, 
Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, when N4>1, down-select from the following alternatives (by RAN1#111) for the orthogonal DFT DD basis:
· Alt1. No rotation factor
· Alt2. A rotation factor is selected for each SD basis vector
· FFS: Supported values of rotation factor
Note: At least two companies opine that Alt2 is not aligned either with the agreement in RAN1#110bis-e or WID objective #1
In our understanding of Alt 2, the  DD basis vector indices are the same for all SD beams, but they are drawn from different orthogonal groups, each identified by a rotation factor, such that  rotation factors and  DD bases are reported. Besides, the rotation factor is associated to an oversampled DFT codebook for DD compression such that, if  is the oversampling factor, a rotation factor identifies one of the  orthogonal groups of  basis vectors.
However, with different rotation factors for different SD beams, the end result is that the DD bases become SD-beam-specific and the DD bases of different SD beams are nonorthogonal. This does not seem consistent with a previous agreement and the agreed codebook structure, because the DD bases are supposed to be SD-FD common and orthogonal.
Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, support the following codebook structure where N4 is gNB-configured via higher-layer signaling:
· For N4=1, Doppler-domain basis is the identity (no Doppler-domain compression) reusing the legacy , , and , e.g. 
· For N4>1, Doppler-domain orthogonal DFT basis commonly selected for all SD/FD bases reusing the legacy  and , e.g. 
· Only Q (denoting the number of selected DD basis vectors) >1 is allowed
· TBD (by RAN1#110bis): whether rotation is used or not
· FFS: identical or different rotation factors for different SD components
· FFS: Whether Q is RRC-configured or reported by the UE
Note: Detailed designs for SD/FD bases including the associated UCI parameters follow the legacy specification
FFS: Whether one CSI reporting instance includes multiple  and a single  and  report.
On the other hand, identical rotation factors for different SD components make no difference to the precoder.

Proposal 1. 
Proposal 2. 
Proposal 3. 
Proposal 4. 
Proposal 5. 
Proposal 6. 
Proposal 7. 
Proposal 8. 
Proposal 9. 
Proposal 10. 
Proposal 11. 
Proposal 12. 
Proposal 13. 
Proposal 14. [bookmark: _Ref118658437]Regarding whether to apply SD-beam specific rotation factors to the DD basis vectors, support Alt 1, i.e., no rotation factors.
3.4	Issue 10: NNZC and bitmap design
In RAN1#110bis-e, the following two alternatives were identified regarding the bitmap definition. Alt 1 assumes  DD-basis-specific bitmaps, whereas Alt 2 assumes a single DD-basis-common bitmap.
Agreement
For the Type-II codebook refinement for high/medium velocities, down-select from the following alternatives: 
· Alt1. Q different 2-dimensional bitmaps are introduced for indicating the location of the NZCs, where the qth (q=1,…., Q) 2-dimensional bitmap corresponds to qth selected DD basis vector
· The number of selected DD basis vectors is denoted as Q
· This implies that for each layer, the location of NZCs in SD-FD can be different for different selected DD basis vectors.
· Alt2. A DD-basis-common per-layer 2-dimensional bitmap for indicating the location of NZCs used in Rel-16/17 Type-II is used
· This implies that for each layer, the location of NZCs in SD-FD is common across all the Q selected DD basis vectors
FFS: Further overhead reduction on bitmap(s)
FFS: Whether the number of NZCs is upper bounded across all DD basis vectors or per DD basis vector
Although Alt 2 is attractive for the overhead saving, with Alt 2, for , the DFT compression becomes redundant because , hence for each of the NZCs both compressed coefficients are reported. This is equivalent to reporting the two uncompressed coefficients across the two .
Observation 2. 
Observation 3. 
Observation 4. [bookmark: _Ref118658342]Regarding the bitmap definition, with Alt 2, for , the DFT compression becomes redundant because , hence for each of the NZCs both compressed coefficients are reported. This is equivalent to reporting the two uncompressed coefficients across the two .
Proposal 15. [bookmark: _Ref118658448]Regarding the bitmap definition, support Alt1, i.e.,  DD-basis-specific bitmaps.

4	TDCP
4.1	Issue 11: TDCP parameters
In RAN1#110bis-e the following agreement and conclusion were taken for down-selection regarding the TDCP quantity definition.
Agreement
For the Rel-18 TRS-based TDCP reporting, down select one of the following alternatives by RAN1#110bis-e:
· AltA. Based on Doppler profile
· E.g., Doppler spread derived from the 2nd moment of Doppler power spectrum, average Doppler shifts, Doppler shift per resource, maximum Doppler shift, relative Doppler shift, etc
· AltB. Based on quantized amplitude of time-domain correlation profile
· E.g. Correlation within one TRS resource, correlation across multiple TRS resources
· Note: The correlation over one or more lags of TRS resource may be considered.  The lags may be within one TRS burst or different TRS bursts
Note: Different alternatives may or may not apply to different use cases  
FFS: The need for a measure of confidence level in the TDCP report, and/or UE behaviour when the quality of TDCP measurement is not sufficiently high
FFS: TDCP parameter(s) signaled with respect to each alternative
Conclusion
For the Rel-18 TRS-based TDCP reporting, the description in the 2nd and 3rd columns of Table 1 in R1-2210523 (“what to report” and “how to calculate”, respectively) will be used as a reference for further evaluation and down selection in RAN1#111, with the following edit (underlined and yellow highlighted):
· Scheme B column 2: “Amplitude  vs. delay value , e.g., non-zero quantized version of amplitude  for a number of delay values t (quantized amplitude vs delay) ….”
In the summary document [6], descriptions are provided for 5 candidate TDCP reports for Alt A and 1 candidate report for Alt B. The six methods are summarised as follows:
A1. UE calculates the time-correlation of the  strongest channel delays and estimates the Doppler spread for each delay by fitting a model-based correlation (Bessel function) in MMSE sense. UE reports .
A2. UE reports a Doppler shift measured as the slope of the time-correlation phase. This method provides an accurate measurement of Doppler spread only in LoS or near-LoS channels (time-correlation amplitude is constant and phase is linear with slope equal to Doppler shift), but it cannot be generalised for high scattering channel conditions.
A3. UE reports either a weighted average Doppler shift or the maximum Doppler shift across the  strongest channel delays. For non-LoS channel, where the per-delay Doppler spectrum has multiple peaks, it is not clear how the Doppler shift is calculated. Method A4 offers a possible solution to this problem.
A4. UE calculates  Doppler shifts for each of the  strongest channel delays. UE reports  Doppler shifts in total. The gNB procedure involving SRS and its purpose are not clear.
A5. UE calculates wideband time-correlation and reports the location of the peak Doppler spectrum.
B1. UE calculates wideband time-correlation and reports the amplitude samples in quantised form.
Observation 1. 
Observation 2. 
Observation 3. 
Observation 4. 
Observation 5. [bookmark: _Ref118658485]Method A2 reports a Doppler shift measured as the slope of the time-correlation phase. This method provides an accurate measurement of Doppler spread only in LoS or near-LoS channels (time-correlation amplitude is constant and phase is linear with slope equal to Doppler shift), but it cannot be generalised for high scattering conditions.
Observation 6. [bookmark: _Ref118658522]Method A3 reports a weighted average or maximum Doppler shift across the  strongest channel delays. For non-LoS channel, where the per-delay Doppler spectrum has multiple peaks, it is not clear how the Doppler shift is calculated.
Observation 7. [bookmark: _Ref118658532]Method A4 calculates  Doppler shifts for each of the  strongest channel delays. UE reports  Doppler shifts in total. The gNB procedure involving SRS is not clear.
Observation 8. [bookmark: _Ref118709468]Methods A3 and A4 are similar to method A5 with the difference that in A5 the wideband time-correlation function is used rather than per-delay time-correlation.
In the following, we focus our attention in a more detailed comparison of method A1, A5 and B1. Firstly, we introduce some basic notation.
For each propagation path  in a cluster , the Doppler shift depends on the arrival angles, described by the spherical unit vector , and the UE velocity vector,  with speed . If we assume, for simplicity, zero elevation angles, and consider only the azimuth angles, the Doppler frequency for path  in cluster  is given as follows, where  is the angle between the incoming propagation path and the UE velocity vector and  is the carrier wavelength (see, for example, eq. 7.5.22 in TR38.901)
	
	(1)


For a multipath channel, the Doppler spread (in hertz), , is the maximum Doppler frequency over all the incoming paths
	
	(2)


and is such that . Note that multiple paths may arrive at the receiver with the same delay but from different directions, hence, for a general multipath channel, a single delay of the channel impulse response is characterised by multiple Doppler shifts.
Observation 1. 
Observation 2. 
Observation 3. 
Observation 4. 
Observation 5. 
Observation 6. 
Observation 7. 
Observation 8. 
Equivalently, we can define the Doppler speed (in m/s) as the Doppler spread normalised by the carrier wavelength,
	
	[bookmark: _Ref534994984][bookmark: _Ref534994990](3)


such that . Doppler spread or Doppler speed are a direct measurement of the time variability of the channel, resulting from transmitter, receiver or scatterer movements.
Observation 9. [bookmark: _Ref118658552]For a UE speed , the Doppler spread , with , or Doppler speed, , with , are a direct measurement of the time variability of the channel, resulting from transmitter, receiver or scatterer movements.
Figure 6 and Figure 7 illustrate the relationship between UE speed and Doppler spread for a LoS and NLoS channel, respectively. The Doppler spread can be found by estimating the maximum Doppler shift measured in the Doppler spectrum. The Doppler spectrum is defined as the Fourier transform of the time-correlation function of the channel. Let  be the TRS channel measured at subcarrier , with , and time , where  is the time interval between two consecutive TRS measurement occasions. Let us assume a UE takes  such TRS measurements at time . The normalised wideband time-correlation function at lag , averaged over the  subcarriers, is given by , given by
	
	(4)

	
	(5)


The time-correlation function may be calculated per channel delay-tap instead of per subcarrier. However, this does not simplify the profile compared to a wideband Doppler spectrum because each channel tap is, in general, the superposition of multiple angles of arrivals in NLoS channels.
Observation 10. [bookmark: _Ref118658563]For a multipath channel a single delay of the channel impulse response is characterised by multiple Doppler shifts because multiple paths may arrive at the receiver with the same delay but from different angles.
	[image: ]
[bookmark: _Ref118541539]Figure 6. Illustration of Doppler spread for a LoS channel.

	[image: ]
[bookmark: _Ref118541541]Figure 7. Illustration of Doppler spread for a multipath NLoS channel.



For a LoS channel, illustrated in Figure 6, the time-correlation at lag  is given by
	
	(6)


which has constant amplitude and linear phase variations with slope . The normalised Doppler spectrum is given by
	.
	(7)


Therefore, for LoS or near-LoS channels, the amplitude of the time-correlation function is constant for any Doppler spread and does not provide any information on the time variability of the channel, which can be instead estimated by the slope of the time-correlation phase, or from the peak of the Doppler spectrum.
Observation 11. [bookmark: _Ref118658576]For LoS or near-LoS channels, with method B1, the amplitude of the time-correlation function does not provide any information on the time variability of the channel because it is constant for any Doppler spread, which can be instead estimated either from the peak of the Doppler spectrum (method A5) or from the slope of the time-correlation phase (method A2).
To confirm this analysis, we simulate two examples of UMa channel at 2GHz in near-LoS condition. The first example is simulated with UE speed of 30km/h, the second with UE speed of 3km/h. The Doppler spectrum calculated from a very long observation window is shown in Figure 14 and Figure 10, respectively. Such a long observation window for TRS is impractical, but it shows a very accurate estimate of Doppler spread. In the figures, the Doppler speed is shown as defined above, i.e., the Doppler spread estimate normalised by the carrier wavelength. We can see that the auto-correlation amplitude in Figure 15 and Figure 11 is nearly constant for both low and high Doppler conditions, hence it cannot be used to estimate the channel variability in time. Conversely, the time-correlation phase varies linearly, and the phase slope can be used to estimate the Doppler spread . More easily, as shown in Figure 16 and Figure 12, Doppler spread can be estimated accurately from the peak of the Doppler spectrum. For the calculation of time-correlation and Doppler spectrum we use an observation window of  TRS occasions, separated by .
Method A1 also has a problem in LoS or near-LoS channels because it cannot distinguish between low and high Doppler spread. This is because there is a single dominant channel delay, hence  regardless of the actual Doppler spread.
Observation 12. [bookmark: _Ref118658586]For LoS or near-LoS channels, method A1 cannot estimate the Doppler spread reliably because there is a single dominant channel delay, hence  regardless of the actual Doppler spread.
For NLoS channels, the Doppler spectrum has a more complex profile, as shown in an example UMa channel for 30km/h in Figure 18. For practical small values of the time-correlation window, 𝐵, the estimated Doppler spectrum has relatively low resolution in Doppler frequency, but the peak still provides good estimate of the Doppler spread. On the other hand, method A1, in this example, tends to overestimate the Doppler spread.
Observation 13. [bookmark: _Ref118658603]Method A5 provides good estimate of the Doppler spread for practical small values of the time-correlation window and for both LoS and NLoS channels.
With method A1 and A5, the estimated Doppler spread or Doppler speed can be used as a direct measure of the channel variability in time for the two main use cases of aiding CSI report/resource setting configuration and codebook configuration parameters. For method B1, it is up to the gNB to determine a suitable metric that is indicative of the channel time variability. One such metric could be the correlation lag corresponding to the cross-over point of the correlation amplitude value . However, it is not evident how such a metric can be related to the actual Doppler spread of the channel.
Observation 14. [bookmark: _Ref118658613]For method B1, it is up to gNB implementation to determine a suitable metric that is indicative of the channel time variability. One such metric could be the correlation lag corresponding to the cross-over point of the correlation amplitude value . However, it is not evident how such a metric can be related to the actual Doppler spread of the channel.
To assess the accuracy of the metrics used by methods A1, A5, B1 to determine the channel time variability, we simulated the distribution of these metrics with UMa channel at 2GHz and for UE speed km/h and km/h. For methods A1 and A5 the metric is Doppler spread estimate, whereas for method B1 the metric is the correlation lag corresponding at the 0.9 crossover point of the time-correlation amplitude. As equivalent measure of Doppler spread, we use Doppler speed as defined in (3), which is upper bounded by the simulated UE speed. The resolution of the Doppler spread or Doppler speed depends on the length, , of the measured time-correlation, , and the time  between TRS measurement occasions. The step-size of the Doppler speed estimate for method A1 and A5 is  and the maximum Doppler speed that can be estimated is . The value set of Doppler speed estimates is given by: . For ,  and ,  and . For method A1, say  the correlation lag at 0.9 of the time-correlation amplitude, such that  for  and  for  (if ). As , we map  to Doppler speed estimate as follows: , such that a constant amplitude time-correlation does not have a crossover point, hence , which corresponds to an estimated Doppler speed of . Conversely, a crossover point at  corresponds to the maximum Doppler speed estimate of .
Figure 8 shows a comparison of distributions obtained with UMa channel model at  () and UE speed of . As there is no preferential direction for either the UE velocity vector or incoming angles of arrivals of propagation paths, the simulated distribution of Doppler spread can be assumed uniform between 0 and . We observe that method A5 provides the most accurate estimation of the Doppler spread distribution, whereas both method A1 and B1 tend to underestimate or overestimate the channel variability.
Figure 9 shows a similar comparison for a simulated UE speed of . The simulated Doppler spread has uniform distribution between 0 and . Note that the minimum Doppler speed resolution is , hence method A5 correctly estimate Doppler speed to be 0 in all realisations. Both method A1 and B1 overestimate Doppler spread in a significant number of channel realisations, with method B1 showing a larger spread of estimated values.
Observation 15. [bookmark: _Ref118658624]From simulation results, method A5 shows better accuracy in estimating the Doppler spread compared to method A1 and B1, in both low and high Doppler conditions.
[image: ]
[bookmark: _Ref118622983]Figure 8. Accuracy of Doppler spread estimation of methods A1, A5 and B1 compared to the simulated distribution for UE speed of 30km/h.
[image: ]
[bookmark: _Ref118623496]Figure 9. Accuracy of Doppler spread estimation of methods A1, A5 and B1 compared to the simulated distribution for UE speed of 3km/h.

In terms of feedback overhead required for the TDCP report, both method A5 and A1 take  bits, where  is the length of the time-correlation function, whereas method B1 takes  bits, where  is the number of bits used to quantise the amplitude of each time-correlation sample. For example, for  and , method A5 and A1 need just 3 bits, whereas method B1 requires 24 bits, i.e., 8 times as many as method A5 and A1. Therefore, for the same feedback overhead, method A5 or A1 allow much more frequent TDCP reports with much better tracking of channel variability conditions over time.
Observation 16. [bookmark: _Ref118658635]Method A5 and A1 require much fewer bits for TDCP report than method B1.
In terms of complexity, complexity of method A1 is higher than the other two, because of the need to calculate multiple error functions, for each of the  dominant channel delays, and fit a model-based time-correlation in terms of MMSE.
Observation 17. [bookmark: _Ref118658645]UE implementation complexity of method A1 is higher than method A5 or B1, because of the need to calculate multiple error functions, for each of the  dominant channel delays, and fit a model-based time-correlation in terms of MMSE.
Observation 18. [bookmark: _Ref118658655]Method A5 shows the best accuracy in estimating Doppler spread, lowest overhead and complexity compared to method A1 and B1. Besides, methods A1 and B1 have issues estimating channel temporal variability in LoS or near-LoS conditions.
Proposal 14. 
Proposal 15. 
Proposal 16. [bookmark: _Ref118658690]Support method A5 for TDCP reporting.
	[image: ]
[bookmark: _Ref118552518]Figure 10. Doppler spectrum of an example UMa near-LoS channel at 3km/h. Ideal observation window for the time-correlation, .
	[image: ]
[bookmark: _Ref118554605]Figure 11. Method B1. Time correlation with realistic observation window of  TRS measurements. Doppler spread cannot be estimated from the amplitude, but it can be estimated from the slope of the phase.

	
	[image: ]
[bookmark: _Ref118555408]Figure 12. Method A5. Doppler spectrum with realistic time-correlation window of  TRS measurements. Doppler speed estimated from the peak Doppler spectrum: .

	
	[image: ]
Figure 13. Method A1 ( taps). Per delay-tap time correlation with observation window of  TRS measurements. Doppler speed estimated from .

	[image: ]
[bookmark: _Ref118552516]Figure 14. Doppler spectrum of an example UMa near-LoS channel. Ideal observation window for the time-correlation, .
	[image: ]
[bookmark: _Ref118554601]Figure 15. Method B1. Time correlation with realistic observation window of  TRS measurements. Doppler spread cannot be estimated from the amplitude, but it can be estimated from the slope of the phase.

	
	[image: ]
[bookmark: _Ref118555406]Figure 16. Method A5. Doppler spectrum with realistic time-correlation window of  TRS measurements. Doppler spread estimated from the peak Doppler spectrum: .

	
	[image: ]
Figure 17. Method A1 ( taps). Per delay-tap time correlation with observation window of  TRS measurements. Incorrect Doppler spread estimated from .

	[image: ]
[bookmark: _Ref118562024]Figure 18. Doppler spectrum of an example UMa NLoS channel at 30km/h. Ideal observation window for the time-correlation, .Peak of the Doppler spectrum gives good estimate of Doppler spread for practical small time-correlation window (e.g.,  samples)

	[image: ]
Figure 19. Method B1. Time correlation with realistic observation window of  TRS measurements.

	
	[image: ]
Figure 20. Method A5. Doppler spectrum with realistic time-correlation window of  TRS measurements. Doppler speed estimated from the peak Doppler spectrum: .

	
	[image: ]
Figure 21. Method A1 ( taps). Per delay-tap time correlation with realistic observation window of  TRS measurements. Doppler speed estimated from .




5	Conclusion
Hereafter is a summary of observations and proposals for Type-II-CJT enhancement in FDD.
Observation 1	Regarding  determination scheme, in simulations we do not observe any appreciable gain of Alt 4 over Alt1 for the 700MHz Outdoor1 scenario and for the mean throughput in the 2GHz Outdoor2A scenario, whereas we observe about 4.9% gain in cell-edge throughput for the 2GHz Outdoor2A scenario.
Observation 2	The reporting of an FD offset allows to reduce the overhead of Mode 1 by selecting different FD bases per TRP and reporting a single . It also achieves a unified design between Mode 1 and Mode 2.
Observation 3	The reporting of an FD offset is needed for Rel-17-based CJT also for  (no reporting of ) to indicate the relative delays between TRPs.

Proposal 1	Regarding  determination scheme, reduce the number of alternatives for down-selection to Alt 1 and Alt 4.
Proposal 2	Regarding  determination scheme, support Alt 1.
Proposal 3	Reuse legacy restriction on the maximum number of ports per TRP, . Further restrictions on the total number of ports supported across the  TRPs configured for measurement can be discussed later as part of UE capabilities.
Proposal 4	Reuse legacy values for parameter .
Proposal 5	Consider additional candidate values of  for rank  and , respectively, .
Proposal 6	For Type-II CJT, support unified reporting of a single  for both Mode 1 and Mode 2 and both Rel-16 and Rel-17 extension, by reporting an FD offset per TRP with respect to a reference TRP.
Proposal 7	For Type-II CJT, with Rel-17-based extension, support reporting of an FD offset per TRP with respect to a reference TRP for both  and .
Proposal 8	Regarding Issue 5 (bitmap design), support Alt 1 with legacy bitmap design.

Hereafter is a summary of observations and proposals for Type-II-Doppler enhancement.
Observation 4	Regarding the bitmap definition, with Alt 2, for , the DFT compression becomes redundant because , hence for each of the NZCs both compressed coefficients are reported. This is equivalent to reporting the two uncompressed coefficients across the two .

Proposal 9	Define the DD unit as the time duration in slots () associated with each of the  reported PMIs. Associate each of the  reported CQIs to one or more of the  PMIs.
Proposal 10	Regarding the value of  for , support a single value of .
Proposal 11	Regarding the values of , support  as candidate value and at most one additional value from .
Proposal 12	Define the duration of the CSI reporting window as  slots.
Proposal 13	Regarding the values of , support only the candidate set .
Proposal 14	Regarding whether to apply SD-beam specific rotation factors to the DD basis vectors, support Alt 1, i.e., no rotation factors.
Proposal 15	Regarding the bitmap definition, support Alt1, i.e.,  DD-basis-specific bitmaps.

Hereafter is a summary of observations and proposals for TRS-based TDCP reporting enhancement.
Observation 5	Method A2 reports a Doppler shift measured as the slope of the time-correlation phase. This method provides an accurate measurement of Doppler spread only in LoS or near-LoS channels (time-correlation amplitude is constant and phase is linear with slope equal to Doppler shift), but it cannot be generalised for high scattering conditions.
Observation 6	Method A3 reports a weighted average or maximum Doppler shift across the  strongest channel delays. For non-LoS channel, where the per-delay Doppler spectrum has multiple peaks, it is not clear how the Doppler shift is calculated.
Observation 7	Method A4 calculates  Doppler shifts for each of the  strongest channel delays. UE reports  Doppler shifts in total. The gNB procedure involving SRS is not clear.
Observation 8	Methods A3 and A4 are similar to method A5 with the difference that in A5 the wideband time-correlation function is used rather than per-delay time-correlation.
Observation 9	For a UE speed , the Doppler spread , with , or Doppler speed, , with , are a direct measurement of the time variability of the channel, resulting from transmitter, receiver or scatterer movements.
Observation 10	For a multipath channel a single delay of the channel impulse response is characterised by multiple Doppler shifts because multiple paths may arrive at the receiver with the same delay but from different angles.
Observation 11	For LoS or near-LoS channels, with method B1, the amplitude of the time-correlation function does not provide any information on the time variability of the channel because it is constant for any Doppler spread, which can be instead estimated either from the peak of the Doppler spectrum (method A5) or from the slope of the time-correlation phase (method A2).
Observation 12	For LoS or near-LoS channels, method A1 cannot estimate the Doppler spread reliably because there is a single dominant channel delay, hence  regardless of the actual Doppler spread.
Observation 13	Method A5 provides good estimate of the Doppler spread for practical small values of the time-correlation window and for both LoS and NLoS channels.
Observation 14	For method B1, it is up to gNB implementation to determine a suitable metric that is indicative of the channel time variability. One such metric could be the correlation lag corresponding to the cross-over point of the correlation amplitude value . However, it is not evident how such a metric can be related to the actual Doppler spread of the channel.
Observation 15	From simulation results, method A5 shows better accuracy in estimating the Doppler spread compared to method A1 and B1, in both low and high Doppler conditions.
Observation 16	Method A5 and A1 require much fewer bits for TDCP report than method B1.
Observation 17	UE implementation complexity of method A1 is higher than method A5 or B1, because of the need to calculate multiple error functions, for each of the  dominant channel delays, and fit a model-based time-correlation in terms of MMSE.
Observation 18	Method A5 shows the best accuracy in estimating Doppler spread, lowest overhead and complexity compared to method A1 and B1. Besides, methods A1 and B1 have issues estimating channel temporal variability in LoS or near-LoS conditions.

Proposal 16	Support method A5 for TDCP reporting.
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Appendix A	SLS assumptions for Type-II-CJT
[bookmark: _Ref111208480]Table 2
	Parameters
	Scenarios

	
	Outdoor 1
	Outdoor 2A, intra-site
	Outdoor 2A, inter-site

	Inter-site distances
	1.7 km
	200 m
	200 m

	Carrier frequencies
	0.7 GHz
	2 GHz
	2 GHz

	Channel type
	RMa
	DU
	DU

	System bandwidth
	10MHz

	BS Transmit Power
	Macro: 46 dBm
RRH: 46 dBm 
	Macro: 46 dBm
	Macro: 46 dBm

	BS Height
	Macro: 35 m
RRH: 35m
	Macro: 25m
	Macro: 25m

	BS Antenna Configuration
	4 ports: (M,N,P,Mg,Ng,Mp,Np) = (8,2,2,1,1,1,2)
100 mechanical elevation tilt
	4 ports: (M,N,P,Mg,Ng,Mp,Np) = (8,2,2,1,1,1,2)
16 ports: (M,N,P,Mg,Ng,Mp,Np)  = (8,4,2,1,1,2,4)
100 mechanical elevation tilt
	16 ports: (M,N,P,Mg,Ng,Mp,Np) = (8,4,2,1,1,2,4)
100 mechanical elevation tilt

	UE Distribution
	100% outdoor 
	100%, 20% outdoor 
	20% outdoor

	UE Antenna Configuration
	2 Rx: (M,N,P) = (1,1,2) 
	4 Rx: (M,N,P) = (1,2,2) 
	4 Rx: (M,N,P) = (1,2,2) 

	UE speed
	3 kmph

	Traffic Model
	FTP Model 1: target resource utilisation (RU) as specified in the results

	Receiver
	Non-ideal 2RX MMSE
	Non-ideal 4RX MMSE
	Non-ideal 4RX MMSE

	CJT scheduling set size
	4 TRPs (intra-sector),
12 TRPs (inter-sector)
	3 TRPs
	9 TRPs

	CJT reporting set size ()
	Up to 4 TRPs, gNB configured
	Up to 3 TRPs, gNB configured
	Up to 4 TRPs, gNB configured
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Doppler speed estimate: 21.1km/h
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Doppler speed estimate: 20.25km/h
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Doppler speed estimate: 40.5km/h


