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[bookmark: _Ref5850594]Introduction
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1] with the following goals briefly summarized as below. 
 
Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact. 
Use cases to focus on:  
· Initial set of use cases includes:  
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1] 
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1] 
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1]  
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98 
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels 
Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework: 
· PHY layer aspects, e.g., (RAN1) 
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases 
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback

Some progress has been made in RAN1 #109-e, RAN1 #110, and RAN1 #110-bis-e, towards achieving the SI objectives. In this contribution, we discuss various aspects of the above-mentioned goals for the beam management use case. 

Common aspects related to spatial and temporal beam prediction
Because some of the specification aspects related to the two agreed use case cases (BM-Case1 and BM-Case2) are identical, we first consider the spec impacts that are common to both use cases in this section, and then consider aspects specific to each use case in later sections. We consider different phases of ML workflow in the following sections and discuss the corresponding specification impact related to each phase.

Spec impact for model development and training phase
[bookmark: _Hlk100867512]Model development and training strategies is a multi-faceted problem that require extensive testing and tuning. As elaborated in [2], on-device models today and in the near future need offline engineering for model development. This includes model development, training, quantization, compiling the model to hardware primitives with power, area, and latency consideration, target-chip-specific run-time binary image generation, and going through full UE testing. This is like today’s non-ML implementations that go through similar offline development and extensive UE testing, and ML algorithms will not be exceptions. Various options can be discussed in RAN1 in terms of different levels of network control, but offline development and training should be the focus to guarantee a concrete outcome that can lead to specification work in the potential Rel-19 WI. In RAN1 #110 meeting, it is agreed that both alternatives of AI/ML model training at NW side and AI/ML model training at UE side should be supported, but the issue of online versus offline training is considered as a separate discussion. The following proposal addresses the training procedure for beam prediction (one-sided AI/ML) use cases.

In RAN1 #110b-e an FL proposal was discussed in which it was proposed to start with the assumption of offline training for the agenda item 9.2.3.2 and defer discussions of online training to wait for the conclusion/agreement of Agenda item 9.2.1 whether online training is supported or not, but eventually there was no consensus. Our view is that we can separate the discussion to UE-side and NW-side AI/ML models. At least for UE-side AI/ML models, we can focus and agree on offline training scenario, and the discussion on NW-side AI/ML models can wait for the conclusion/agreement of agenda item 9.2.1. There was a similar separation already in RAN1 #110b-e for data collection, model monitoring, etc., and we believe a similar separation here would facilitate the progress of this aspect. With this being said, we have the following proposal:

Proposal 1 

For the sub use case BM-Case1 and BM-Case2 and for UE-side AI/ML models, Agenda item 9.2.3.2 should focus on offline training scenario, in which the development and training of the AI/ML model happens offline without the need to involve 3gpp signaling.
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Discussion on UE-side and NW-side AI/ML model training and inference

In RAN1 109e and RAN1 110 the following two agreements were made stating that AI/ML training and AI/ML inference can be done at UE side and/or gNB side:
Agreement (RAN1 109e)
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side

Agreement (RAN1 110)
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.


Given that we are proposing offline training for the beam prediction use cases, we believe the training should happen without the need to involve 3gpp signalling. For one-sided AI/ML models (which is the case for beam prediction use cases) we believe the training and inference should both be done at UE side for UE-side AI/ML models and at gNB side for gNB-side AI/ML models. The prospect of training at one side and inference at the other side which would inevitably involve one side performing data collection for the other side and AI/ML model transfer, is out of the scope of this agenda item and should be discussed in the “general frameworks” agenda item.

Assistance information to help with data collection for training
UE may benefit from assistance information from NW which may in turn be used as auxiliary inputs to on-device models for beam prediction. Some examples of such assistance information could be beam pointing angles, 3dB beamwidth, and/or beam shape of gNB beams. Other example of such assistance information could be information about gNB antenna array structure. Having such assistance information in addition to beam IDs has several benefits including better sample efficiency and better model generalization, as outlined in [2]. Note that indication of gNB beam shape to UE has been included as a feature in the Rel-17 positioning context [3], as summarized below:

As we see in the above agreement, some information about beam shapes is shared with UE (as assistance information) to help UE with better DL-AoD estimation. In our view, whether certain information is useful to be signaled from NW to UE should be studied in the 9.2.3.1 agenda item, and if the benefits and trade-offs are justified in the evaluations agenda item, further discussions in 9.2.3.2 can follow on how that certain information can be signaled from NW to UE without disclosing sensitive proprietary information.Agreement (from Rel-17 positioning)
From the RAN1 perspective, for the TRP beam/antenna information to be optionally provided by the LMF to the UE for UE-based DL-AoD:
· The LMF provides the quantized version of the relative Power between PRS resources per angle per TRP.
· The relative power is defined with respect to the peak power in each angle
· For each angle, at least two PRS resources are reported.
· Note: the peak power per angle is not provided
· Note: up to RAN3 to decide how the TRP beam information is provided to the LMF for both UE-assisted and UE-based
· Send an LS to RAN2/RAN3 to decide on the signaling details

If UE has access to such assistance information, there are at least two methodologies that could be utilized for UE-side models. The first methodology is for the UE to train a large AI/ML model and use assistance information from gNB as auxiliary inputs to AI/ML models. With this methodology, the purpose is to boost the generalization capability of AI/ML model using the assistance information. The second methodology is to train multiple (smaller) neural networks that are each intended for a given set of scenarios/configurations characterized by the assistance information from gNB. 

Proposal 2 

Study the signalling aspects related to gNB sending assistance information to help UE-side AI/ML models
· Examples of such assistance information: information about gNB beam shape, beam boresight directions, 3dB beamwidth, etc.
· Study means to provide beam-shape related assistance information while preserving sensitive proprietary information
· Consider Rel-17 positioning agreement as a starting point


Even though the signaling of assistance information is mentioned in this section which is focused on data collection, it is also applicable to the other stages of AI/ML workflow including model inference and model monitoring (potentially different type of assistance information). However, to avoid duplication, we do not repeat the above proposal in the following sections. 


Spec impact for inference phase
Prediction of information about beams in temporal and spatial domains may lead to different signalling implications based on the node in which the prediction task is carried out. In the following, the signalling aspects related to UE-side and gNB-side beam prediction is discussed.

UE-side beam prediction
As mentioned in Section 2.1, the signalling of assistance information is one of the aspects that could be applicable to all the phases of ML workflow, including model inference. In the following, we discuss how the availability of assistance information could potentially improve the performance of UE-side AI/ML models, for BM-Case1 and BM-Case2:

UE-side temporal beam prediction: Consider temporal beam prediction being carried out at the UE side. One factor which may impact the prediction performance of UE-side AI/ML models is the prospect of “assistance information”. Some examples of such assistance information are gNB beam boresight directions, 3dB beamwidth or beam shape of gNB beams. Such assistance information may be used as an auxiliary input to on-device models for beam prediction. As an illustrative example, if the UE knows the relative direction of gNB beams, given the history of previous beam measurements, it may perform a more informed prediction compared to the scenario in which UE does not have this information.

UE-side spatial domain beam prediction: Let us consider Alt.1 (Set B consists of wide beams and Set A consists of narrow beams) and Alt. 2 (Set B is a subset of Set A) agreed for BM-Case1 in RAN1 110. UE may measure only Set B of beams and predict the strongest beam ID(s) optionally along with the corresponding predicted RSRPs for Set A and can report the predicted strongest beam ID(s) optionally along with the corresponding predicted RSRPs to gNB. For this sub-use case, having information about gNB beam shapes such as knowing the gNB beam boresight directions (along with 3dB beamwidth) for beams from Set A and Set B could enhance the prediction quality and additionally enable richer UE report containing information about gNB beams from Set A (with higher angular resolution). Such assistance information may be used as an auxiliary input to on-device models for beam prediction.

Other than the signalling of assistance information which is primarily about the input side of UE-side AI/ML models, the following agreements were made in RAN1 110b-e which is about the signalling aspects related to outputs of AI/ML models:
Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signalling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signalling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information



The following proposal builds on top of the above proposals by introducing further details on potential specification impact related to output of UE-side AI/ML models.
 
[bookmark: _Hlk118315638]Proposal 3
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact of reporting the following information of AI/ML model inference to NW:
A measure of confidence for the predicted beam(s) and predicted L1-RSRP(s)
Probability for the predicted beams to be the best beam
FFS: frequency of such a report


In the following, we consider NW-side AI/ML models and discuss the related specification impact.

NW-side beam prediction
Similar to UE-side AI/ML models let's start with the discussion of assistance information. The provision of sending assistance information from UE to gNB should be considered given the inherent practical characteristics and constraints at the UE side. As an example, if we consider signalling of information about UE beam shapes to NW for downlink TX beam prediction, it is worth mentioning that UE RX beams (also UE panels) change at a much faster time scale compared to the gNB side, which is comparatively more static. Similar arguments are applicable to beam shapes which may be impacted based on the way the device is being held in hand, etc. Regarding indication of RX beam ID, unlike DL TX beam ID which may have correspondence with an RS, there is no correspondence to RS or other physical procedure for RX beam ID.

The following WA was made in RAN1 110b-e which is about the signalling aspects related to NW-side AI/ML models: Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered


Other than UE reporting a greater number of beams, reporting other types of information from UE to NW may help with the prediction performance of NW-side AI/ML models. The following proposal discusses a few options for such UE report.

Proposal 4
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
Resolution enhancement, report of temporal variance of L1-RSRP/L1-SINR measurements, measurement imperfection indication


At least for BM-Case2, the report of temporal variance of L1-RSRP/L1-SINR measurements can be utilized at the input of NW-side AI/ML model. This is more of an assistance information from UE to help NW with AI/ML inference.

In the following two sections we discussed the signaling aspects specific to BM-Case1 and BM-Case2, respectively.

Specific aspects related to spatial beam prediction
[bookmark: _Hlk115363225]
We consider BM-Case1 with a UE-side AI/ML model. Let us review the agreement from RAN1 110 regarding potential outputs of AI/ML models:
Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output

Alt.3 in the above agreement declares “Tx and/or Rx Beam angle(s)” as potential outputs of AI/ML models. Regarding the definition of “beam angles”, beam pointing angles refer to the direction of peak beam gain. This concept is not new to 3gpp, and there is already the terminology of “beam boresight direction” defined in 37.355 in which the azimuth and elevation angle of the boresight directions for PRS are defined as “dl-PRS-Azimuth” and “dl-PRS-Elevation”. As an example, if UE predicts an SD beam from Set A in terms of beam angle, based on measurements of Set B of beams from NW, that may be considered as a beam angle as an output of UE-side AI/ML model. As mentioned above, beam boresight direction is the formal terminology adopted in 3gpp for beam pointing angles.

[bookmark: _Hlk117843596][bookmark: _Hlk118315785]Proposal 5 
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signalling to report the following information of AI/ML model inference to NW:
Information about NW DL TX beam angles from Set A
· UE may predict best beam angles from Set A by measuring Set B of DL TX beams
· FFS: details of beam angle, e.g., beam boresight direction


Specific aspects related to temporal prediction

[bookmark: _Hlk115363239]We consider BM-Case2 with a UE-side AI/ML model. A sub use case of temporal beam prediction is beam blockage prediction. Let us assume that a UE can predict blockage based on the history of beam measurements (potentially along with other auxiliary inputs to the AI/ML model such as position information, information from sensors, e.g., camera, etc.). One of the ways that this UE capability could be useful is that UE can proactively indicate to gNB that a blockage is imminent, and the gNB can take this information into account and proactively switch the downlink beam to a secondary beam. The existing methods for beam failure detection and recovery are reactive in nature, in which the blockage event is detected first, and then the beam failure recovery procedure is initiated.
[bookmark: _Hlk118315800]Proposal 6 
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signalling to report the following information of AI/ML model inference to NW:
Predicted beam blockage/failure


Model performance monitoring
We consider UE-side AI/ML models and discuss the corresponding signalling aspects.


UE-side AI/ML Models
The on-device models trained for the purpose of spatial and temporal beam prediction may be subject to performance degradation in certain scenarios, deployments, or use cases, when they get deployed in the field. One main reason for performance degradation could be the fact that UE-side AI/ML models get deployed in an environment that they had not encountered during training. There needs to be a mechanism defined in Spec through which the performance of on-device temporal beam prediction can be monitored. Along these lines, the following agreement was made in RAN1 110b-e which includes different variations of UE-side model monitoring:
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/deactivation/switching/fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/deactivation/switching/fallback operation


In order for the UE to be able to evaluate on-device beam prediction quality, gNB may provide assistance signalling to help UE in comparing predicted measurements with actual measurements. In RAN1 110b-e the following agreement was made regarding the potential specification impact of monitoring of NW-side AI/ML models:Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.


The dual of the above agreement is applicable for UE-side AI/ML models and the specification impact regarding monitoring of UE-side AI/ML models should also be studied, as discussed in proposal below:

[bookmark: _Hlk118315828]Proposal 7
For BM-Case1 and BM-Case2, study the signalling aspects related to gNB sending assistance signalling to help UE in comparing predicted measurements with actual measurements.
· This assistance signalling can be in the form of auxiliary reference signals.


Conclusions
In this paper, we discussed signalling aspects related to beam prediction use case and made the following proposals:

Proposal 1: For the sub use case BM-Case1 and BM-Case2 and for UE-side AI/ML models, Agenda item 9.2.3.2 should focus on offline training scenario, in which the development and training of the AI/ML model happens offline without the need to involve 3gpp signaling.

Proposal 2: Study the signalling aspects related to gNB sending assistance information to help UE-side AI/ML models
· Examples of such assistance information: information about gNB beam shape, beam boresight directions, 3dB beamwidth, etc.
· Study means to provide beam-shape related assistance information while preserving sensitive proprietary information
· Consider Rel-17 positioning agreement as a starting point

Proposal 3: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the potential specification impact of reporting the following information of AI/ML model inference to NW:
· A measure of confidence for the predicted beam(s) and predicted L1-RSRP(s)
· Probability for the predicted beams to be the best beam
· FFS: frequency of such a report

Proposal 4: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
Resolution enhancement, report of temporal variance of L1-RSRP/L1-SINR measurements, measurement imperfection indication

Proposal 5: For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signalling to report the following information of AI/ML model inference to NW:
· Information about NW DL TX beam angles from Set A
· UE may predict best beam angles from Set A by measuring Set B of DL TX beams
· FFS: details of beam angle, e.g., beam boresight direction

Proposal 6: For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signalling to report the following information of AI/ML model inference to NW:
· Predicted beam blockage/failure

Proposal 7: For BM-Case1 and BM-Case2, study the signalling aspects related to gNB sending assistance signalling to help UE in comparing predicted measurements with actual measurements.
· This assistance signalling can be in the form of auxiliary reference signals.
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