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Introduction
In RAN1#110b-e meeting, following agreement and conclusion were made.  
	Conclusion 
Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 
• 	Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression


Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection

Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE


This contribution further discusses on several aspects on AI/ML for CSI feedback enhancement other than evaluation, and provides our view on sub use cases and potential specification impact. 

Discussion
Sub-use cases for CSI feedback enhancement 
In the last meeting, it is concluded that AI/Ml based joint prediction, traditional codebook enhancement and T-S-F CSI compression are not selected as one representative sub-use case for CSI feedback enhancement. The remaining candidate is time-domain CSI predication based on one-sided AI/ML model. As shown in Figure 1, the one-sided AI/ML at NW side or UE side employs historical CSI channel measurement as an input of AI/ML and then the output of AI/ML will be predicted future CSI. 
[image: ]
Figure 1. Illustration of time-domain prediction based on the one-sided AI/ML model
In this sub-use case, there are some issues to be discussed. First, similar topic is under discussion in Rel-18 MIMO session for high mobility scenarios. Thus, some related sub issues can be overlapped, if this time-domain predication based on AI/ML is chosen as representative sub use case. Second, the baseline scheme should be Rel-18 Type II CSI to observe the benefit from AI/ML aided CSI prediction. If we set a baseline scheme with low performance such as sample-and-hold approach, the performance gain would be over-estimated. Therefore, baseline should be carefully determined by state-of-art scheme. Lastly, according to the WID, RAN1 needs to finalize sub use cases until RAN1#111 meeting, so there may not be enough time schedule to selected another sub use case. Therefore, it would be better to focus on the S-F compression CSI based two-sided AI/ML model.  
Proposal 1: Focus on spatial-frequency domain CSI compression using two-sided AI model. CSI prediction is not selected as another representative sub-use case unless clear benefit is shown. 

Potential specification impacts for CSI feedback enhancement
In order to support AI/ML based CSI feedback enhancement, the following potential specification impact can be considered. 

· CSI reporting configurations 
In order to support spatial-frequency domain CSI compression, it is required to define CSI reporting configurations. Especially for spatial-frequency domain CSI compression, it should be first determined that whether it is based on the explicit feedback or implicit feedback. Traditionally, LTE and NR employed implicit feedback where RI/CQI/PMI are reported to gNB instead of raw channel matrix or channel covariance matrix. The one motivation for employing implicit feedback is due to its low feedback overhead compared to that of explicit feedback. Meanwhile, explicit feedback reports the raw channel information such as eigenvector or channel covariance matrix, so their feedback payload is normally large. If AI/ML is utilized for CSI payload reduction, raw channel information can be compressed and feed-backed to gNB. Thus, it may lead to explicit feedback and its expected specification impact seems larger compared to implicit feedback based scheme. In order to support such AI/ML based CSI reporting, for example, new CSI reporting quantity representing CSI generated by AI/ML can be defined. Also, signal/channel carrying AI/ML based CSI and some rules such as CSI priority rule, CSI omission rule, and CSI dropping rule need to be discussed, if needed. 

Proposal #2: Consider enhancement of CSI reporting configurations for AI/ML based CSI feedback. 

· CQI / RI determination
In RAN1#110 meeting, it was agreed to further study on CQI and/or RI determination for two-sided AI/ML based S-F compression CSI. In legacy, UE measures CSI-RS and estimates channel matrix. Then, UE calculate preferred CSI (e.g., RI, CQI, PMI) based on the channel measurement and pre-defined codebook such as Type 1 and 2 CSI. 
In case of S-F CSI compression based on two-sided AI/ML model, UE usually deploys one CSI encoder and gNB deploys one CSI decoder. The problem is UE may not have full information on the final decoder output which is obtained at gNB side, so there can be ambiguity on the CQI and/or RI determination at UE side. To alleviate this problem, following options can be considered.
· Opt 1. Trigger another non-A/ML based CSI report 
· Opt 2. Report new CSI contents instead of CQI and/or RI
· Opt 3. Allow UE to have AI/ML model information for decoder
· Opt 4. UE initially calculates CQI based on eigenvector from channel measurement and adjust it based on offset information configured from gNB.
 In option 1, non-AI/ML based CSI report is triggered in addition to AI/ML based CSI report. Then, the CQI and RI can be determined based on the non-AI/ML based CSI report. In this case, determination of actual CQI and/or RI of AI/ML based CSI report can be up to gNB implementation. 
Option 2 considers new CQI reporting quantity such as SINR for AI/ML based CSI report. Actually, CQI is the information of modulation order, code rate and spectral efficiency obtained from SINR measurement. Thus, gNB may have no problem on MCS configuration of PDSCH if UE reports actual SINR. 
Option 3 allow UE to have AI/ML model of decoder. In this option, legacy CQI / RI determination can be reused. However, this option requires more UE capability and implementation complexity to enable both encoder and decoder at UE. 
Lastly, in option 4, UE calculates CQI/RI based on eigenvector obtained from channel measurement. Then, it can be further adjusted based on offset information. This offset value can be configured from gNB or UE can report this information to gNB.   

Proposal #3: For CQI and/or RI determination of two-sided AI/ML based Spatial-Frequency CSI compression, consider following options.
· Opt 1. Trigger another non-A/ML based CSI report 
· Opt 2. Report new CSI contents instead of CQI and/or RI
· Opt 3. Allow UE to have AI/ML model information for decoder
· Opt 4. UE initially calculates CQI based on eigenvector from channel measurement and adjust it based on offset information configured from gNB.

· CSI processing unit (CPU) and CSI reference resource
In NR, CPU is defined to efficiently process CSI reports at UE. For CPU, the UE reports the number of supported simultaneous CSI calculation per CC and across CC. Based on the reported value and pre-defined CPU occupancy rule, UE determines whether to process triggered CSI reports or not. AI/ML based CSI calculation/reporting is quite different from the legacy CSI calculation/reporting in terms of computational complexity. In addition, we may consider employing multiple AI/ML models at the same time, and it may consider independent life cycle management for each of AI/ML model. In this situation, re-using legacy CSI processing criteria may not be sufficient. So, it needs to be discussed whether AI/ML based CSI calculation/reporting can be handled within legacy CSI processing criteria. If it is not sufficient, we can newly define new unit to handle AI/ML processing. 
In case of CSI prediction based on the AI/ML model, the CSI reference resources also needs to be enhanced as multiple channel measurement and/or multiple future CSI reporting is considered. So, it is needed to re-define CSI reference resource. In the current specification, the CSI reference resource is defined as the time before CSI reporting. So, channel aging would be caused by the difference between the time for CSI reference resource and for PDSCH transmission. Based on AI/ML based CSI prediction, CSI reference resource can be modified to be based on the resource after CSI reporting, e.g., PDSCH transmission time. Fortunately, similar discussion is ongoing in Rel-18 MIMO. Thus, we can postpone the discussion until there are meaningful related outcome in Rel-18 MIMO CSI enhancement. 

Proposal #4: Consider enhancement of UE CSI processing procedure including CPU and CSI reference resource for AI/ML based CSI reporting.

· Fallback operation
In the last meeting, it is agreed to further study on specification impact of co-existence and fallback operation between AI/ML and legacy modes. Since AI/ML is data-driven model, its performance depends on the training dataset. If the channel statistic is changed from the training dataset, the AI/ML model used for CSI feedback may not be valid. Normally, LCM is a process of model deployment, training, inference, monitoring and update. If the AI/ML model is not valid or outdated, the model needs to be re-trained or updated which may require a long processing time. In this case, UE needs to fallback to legacy CSI reporting. Therefore, it is worthwhile to discuss on the fallback operation when the AI/ML based CSI reporting is not valid. Particularly, the condition of fallback mode and procedure of fallback mode can be discussed. As a simple way, if the metric such as performance metric (e.g., throughput) or intermediate metric (e.g., SGCS) used for model monitoring is changed to the value larger than given threshold, the fallback operation can be triggered. Also, fallback operation can be triggered by UE or NW side as the model monitoring can be done at UE side and/or NW side. In case of NW side triggering, explicit indication or timer based approach can be considered. 

Proposal #5: Consider at least following aspects for fallback operation
· Condition of Fallback mode
· NW initiated Fallback mode

· Pre/post-processing
[bookmark: _GoBack]  In order to achieve improved performance, pre and/or post processing applied to the model input or model output can also be considered. Eigen value decomposition of channel matrix can be one simple example of pre-processing. In the last meeting, there was discussion on whether to support additional information related to pre/post-processing. In our view, such information is a part of implementation, thus it does not necessary to specify. 

Conclusion
In this contribution, we discussed on several aspects on AI/ML for CSI feedback enhancement other than evaluation. Based on the above discussion, we have the following proposals. 
Proposal 1: Focus on spatial-frequency domain CSI compression using two-sided AI model. CSI prediction is not selected as another representative sub-use case unless clear benefit is shown. 
Proposal #2: Consider enhancement of CSI reporting configurations for AI/ML based CSI feedback. 
Proposal #3: For CQI and/or RI determination of two-sided AI/ML based Spatial-Frequency CSI compression, consider following options.
· Opt 1. Trigger another non-A/ML based CSI report 
· Opt 2. Report new CSI contents instead of CQI and/or RI
· Opt 3. Allow UE to have AI/ML model information for decoder
· Opt 4. UE initially calculates CQI based on eigenvector from channel measurement and adjust it based on offset information configured from gNB.
Proposal #4: Consider enhancement of UE CSI processing procedure including CPU and CSI reference resource for AI/ML based CSI reporting.
Proposal #5: Consider at least following aspects for fallback operation
· Condition of Fallback mode
· NW initiated Fallback mode
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