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1 Introduction
During RAN#94e, a study item (SI) on AI/ML for NR Air Interface was approved, with the revised study item description in [1].  The study item identifies use cases to focus on as follows.
	Use cases to focus on: 

· Initial set of use cases includes: 

· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]

· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 


RAN1 #109-e selected CSI compression as one representative sub-use case [2]. 

Furthermore, in RAN1 #110, for the CSI compression sub-use case it was agreed to further study potential specification impact on CSI report, as follows [4].
	In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least

· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 

· CQI determination

· RI determination


In RAN1 #110 it was also agreed to further study potential specification impact on output CSI, as follows ([3], [4]):
	In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least

· Model output type/dimension/configuration and potential post processing 


Lastly, the following agreements were made in RAN1 #110bis-e for the CSI compression sub-use case using two-sided model [5]:

	Agreement

In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 

•
NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    

•
UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    

Agreement

In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement

In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement

In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:

•
Intermediate KPIs as monitoring metrics (e.g., SGCS)

•
Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).

•
Legacy CSI based monitoring: schemes using additional legacy CSI reporting

•
Other monitoring solutions, at least including the following option:

· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection

Agreement

In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 

•
Alignment of the quantization/dequantization method and the feedback message size between Network and UE


This contribution discusses potential specification impacts of the CSI compression representative sub-use case, with focus on the model performance monitoring and mechanisms for fallback to legacy non-AI/ML-based CSI feedback, as well as on potential specification impact in quantization.
2 Discussion of specification impacts of the CSI compression sub-use cases 
AI/ML for CSI enhancements can serve two purposes: improve CSI feedback accuracy and reduce CSI-RS and CSI feedback overhead. A trained AI/ML model’s inputs should include some CSI-RS measurements and its outputs should include highly accurate CSI measurements.

At its simplest, AI/ML can be used solely by the UE in an implementation-only method. The gNB can semi-statically adapt the CSI feedback overhead as a function of the required CSI accuracy and performance of the UE’s AI/ML model. The gNB can determine the operating point as a function of the target BLER and spectral efficiency. NR already supports all the required functionality to achieve such a method. In this case, the feedback granularity is not improved over baseline NR.

At the other extreme, a gNB can operate the AI/ML to improve the accuracy of the UE’s CSI feedback. Based on target BLER and spectral efficiency, the gNB can semi-statically adapt the CSI-RS overhead. In this case, the CSI feedback granularity is not improved, but the gNB’s AI/ML can improve the quality of the feedback reports. Similar to the previous case, NR already supports all of the required functionality to achieve such a method.

Three other scenarios fall between these two extremes:

1) One-sided AI/ML at the gNB

2) One-sided AI/ML at the UE

3) Two-sided AI/ML at the UE and gNB

For case (1), the AI/ML is located and trained at the gNB. However, the inputs to the AI/ML model can depend on enhanced UE CSI feedback. For example, a UE may not need to report RI/CQI/PMI but can instead report subsets of explicit channel measurements. Furthermore, the CSI-RS can be dynamically adapted such that the gNB can request specific measurements at specific instances as required by its AI/ML model.

For case (2), the AI/ML is located and possibly trained at the UE. The UE can be required to determine the validity of an AI/ML model and train or retrain it. The UE can report the output of the AI/ML model which need not be legacy RI/CQI/PMI. Moreover, the gNB can dynamically adapt the CSI-RS as a function of the required inputs of the AI/ML at the UE and possibly as requested by the UE.

For case (3), both the UE and gNB may use separate or shared AI/ML models. The benefit of such an approach is that the inputs to the AI/ML model(s) can be shared between the UE and gNB. To maximize the performance of CSI feedback reporting, the AI/ML inputs can include RS measurements, UE position, scheduling assumptions and so forth. The DL RS measurements and positioning are best obtained at the UE, while the scheduling assumptions are best obtained at the gNB. Therefore, using a two-sided AI/ML approach removes the need to signal these inputs to the other node.

There is no need to spend time developing procedures if they cannot outperform what is currently available. Therefore, any of the sub-use cases discussed should outperform a baseline scenario. Before proceeding with any new sub-use cases, the baseline scenario should be identified. Additionally, given that the two extreme cases of implementation based one-sided AI/ML at the UE or the gNB are currently possible without specification impacts, they should be considered as baseline scenarios.

Proposal 1:

Define baseline scenarios against which proposed sub-use cases are to be compared.

Proposal 2:

Implementation-based AI/ML functionality can already be supported at the UE or the gNB and should be considered in the definition of realistic DL channel estimation baseline scenarios.

Using AI/ML for CSI feedback improvements can lead to improved CSI feedback accuracy, reduced CSI feedback overhead and reduced RS overhead.

CSI feedback accuracy enhancement
To improve CSI accuracy, a UE can report explicit CSI feedback to provide the over-all channel to the gNB. However, this comes at a great cost of CSI feedback overhead. That is why in NR the implicit CSI feedback approach (i.e., RI/CQI/PMI) was reused from LTE. The RI/CQI/PMI approach can be regarded as a brute force CSI compression scheme. However, to support highly granular CSI feedback, the UE may still be required to report large CSI feedback in the form of CSI Type II and subband level reporting. The UE can report a subset of subband reports, thus achieving some level of feedback compression. But this can be regarded as lossy compression given that the UE effectively determines a subset of information to report back.

Less lossy CSI compression can be used to improve CSI accuracy without increasing CSI feedback overhead.

On the other hand, CSI compression can be used to maintain the CSI accuracy while decreasing the CSI feedback overhead. CSI feedback overhead can be reduced by using fewer resources per feedback report or reducing the rate of feedback reporting. Reducing the number of feedback reports increases the time between feedback reports and as discussed above this can lead to conservative scheduling as the feedback reports age. One method to support CSI compression by reducing the number of feedback reports is for a UE to report predicted CSI

Proposal 3: 

Study how to use AI/ML based CSI compression to improve CSI accuracy without increasing feedback overhead or to reduce feedback overhead without reducing CSI accuracy.
2.1 Spatial-Frequency domain CSI Compression

Pre-Processing
As per the RAN1 #109-e agreement above, it was agreed to continue studying Spatial-frequency domain CSI compression. Spatial-frequency domain compression with AI/ML at the UE side enables the UE to provide rich feedback without unnecessary redundancy for cases where multiple RBs or beams experience similar channel characteristics. To optimize spatial-frequency compression, the AI/ML model at the UE must be adaptable to different BWP sizes, CSI-RS configurations, antenna array sizes and channel characteristics. A general model that can operate with all combinations of the above would be desirable. However, training and maintaining such a model may be an overly complex endeavor. Furthermore, the complexity associated with such a model may be prohibitive. One way to efficiently use spatial-frequency domain compression without the need of a generalized AI/ML model is by using pre-processing. For example, pre-processing in the frequency or spatial or angular-delay domain can be used to reduce the dimensionality at the input of the AI/ML encoder. This can therefore reduce the AI/ML encoder complexity and (re)training requirements.

Pre-processing of data input to an AI/ML encoder affects the output of the encoder (i.e., the feedback report). The pre-processing should be adaptable to the observed and measured channel. For example, pre-processing may be used to normalize the dimensionality at the AI/ML model input. Normalization can be achieved as a function of the coherence bandwidth, delay spread or spatial correlation. Each of these metrics can result in different pre-processors and thus different feedback report types or contents. It is therefore necessary that pre-processing be studied given the obvious standardization impacts.
Moreover, supporting different pre-processing types in different domains as a function of channel characteristics leads to dynamic selection of appropriate pre-processors. Alternatively, a UE could support multiple AI/ML models to satisfy multiple configurations or channel characteristics. In either case, the UE needs to inform the gNB of the pre-processor type (or AI/ML model) used for a feedback report. The UE can be configured with rules to select a specific pre-processor and these rules can depend on channel characteristics. Therefore, feeding back the identity or type of the pre-processor implicitly informs the gNB about some channel characteristics and thus adds value to the feedback overhead.
Observation 1: 
To support CSI compression in different deployment scenarios and channels, the AI/ML model can be complex.
Proposal 4: 

Study the use of pre-processing in the frequency, spatial and angle-delay domains as means to reduce the AI/ML model complexity.

Observation 2:
Support of multiple pre-processor types in different domains affects the content of the feedback report and therefore has standardization impacts.
Proposal 5:

Study selection and reporting of pre-processor type.
CSI Generation Model Output
As mentioned above, the contents of the output of the CSI generation model at the UE depends on both the pre-processing used and the AI/ML model used. Therefore,  there needs to be common understanding between both the UE and gNB in terms of the pre-processing and AI/ML model used.

The output of the CSI generation model can be explicit feedback (i.e., feeding back a compressed version of the channel matrix), implicit feedback (e.g., reusing or modifying the RI/CQI/PMI framework) or a combination of the two.

Feeding back a compressed version of the matrix can enable optimizing the feedback report quality. However, there are benefits to studying the inclusion of RI and CQI to the channel matrix.

Including RI in the feedback should be studied in conjunction with pre-processing and reporting of pre-processor selection.

CQI calculation requires knowledge of the interference. For improved CSI feedback, the CQI should be known with as much granularity as possible. Reporting subband CQI with high granularity is desired. However, this comes at a feedback overhead cost. Therefore, methods to compress subband CQI or adapt subband sizes, should be studied. Alternatively, we should study new report feedback types that could be used by the gNB in conjunction with the reported and compressed channel matrix, to determine highly granular subband CQI.

Proposal 6:

Study means to enable compressed indication of highly granular subband-level CQI.
Post-processing
Post-processing of the output of the CSI reconstruction model at the gNB might be beneficial. There may be a relationship between a post-processor and a pre-processor used at the UE. However, it is unclear whether post-processing requires any further studies given that it can likely be up to network implementation.

Other Impacts
In the study of spatial-frequency domain compression, the CSI compression type (e.g., whether to use channel- or eigenvector-based AI/ML models) should be discussed. To support different transmission requirements or channel conditions, it should be studied if and how a UE should support multiple AI/ML models.

Furthermore, CSI report types and mechanisms should be studied. The compressed CSI can use different CSI report types than the RI/CQI/PMI paradigm. Additionally, UE fallback to legacy CSI reporting should be considered. For example, to enable UE side model performance monitoring, the UE could fallback to legacy CSI reporting.

Proposal 7:

Study specification impacts of CSI compression using AI/ML including: CSI compression type, support of multiple AI/ML models, new CSI reporting mechanisms and fallback to legacy CSI reporting.
2.2 CSI Prediction 
It has been discussed whether the CSI prediction needs to be added as a sub-use case for CSI enhancement in Rel-18. The enhancement of Type II CSI feedback with time domain channel characteristics which may provide robustness of CSI feedback under time-varying channel is under discussion in Rel-18 MIMO enhancement. Therefore, there is an overlap between Rel-18 MIMO CSI enhancement and CSI prediction as both targets to improve CSI accuracy when the reported CSI is used for scheduling in future time resources. To properly evaluate the benefit of CSI prediction, it is better to wait to finish the design of Rel-18 MIMO CSI enhancement. Also, as per Proposal 1, Rel-18 MIMO CSI enhancements should be considered as the baseline scheme for CSI prediction.
As a sub-use case for CSI enhancement, a CSI compression has been agreed. The CSI compression is a good sub-use case for AI/ML study in Rel-18 as it is the only use case with two-sided model. Considering that Rel-18 AI/ML SI is the first release to study to build up a solid foundation and framework for AI/ML for air interface, it is important to select a sub-use case which provides a unique AI/ML model and procedure so that the group can study various types of AI/ML models. Note that the use cases and sub-use cases in Rel-18 are not selected based on the priority, rather those use cases and sub-use cases selected as they are useful to study AI/ML functionalities, evaluation methodologies, and so forth.
From our perspective, Rel-18 SI is just for building up a solid foundation of AI/ML solutions with good understanding of AI/ML functionalities and its feasibility, evaluation methodologies, life cycle managements, etc. so that the group can properly scope out new SIs/WIs for any new use cases going forward. Therefore, rather than adding new sub-use cases, the group should focus on existing study scope to deliver a solid foundation of AI/ML solutions for future releases.

Observation 3: considering that a solution to address high Doppler impact for CSI feedback is already under discussion in on-going Rel-18 MIMO WI, the main focus of Rel-18 AI/ML SI is NOT studying as many as use cases/sub-use cases as possible, and current workload is already too high, the AI/ML based CSI prediction shouldn’t be studied as a sub-use case in Rel-18

Proposal 8: 

AI/ML based CSI prediction is not studied as a sub-use case in Rel-18.
2.3 Considerations on specification impact of UE-side model performance monitoring 
With reference to a two-sided AI/ML model for the CSI compression sub-use case, as discussed in [2], the model may be trained jointly or separately. Once the trained model is deployed at the UE, the AI/ML encoder performs inference based on received over-the-air transmissions that may have different statistics compared to the statistics of the training datasets. While the models may use carefully curated datasets for training, validation, and testing, it is still possible that the AI/ML encoder does not generalize well across all realistic channel conditions. 
Observation 4: It is possible that the AI/ML encoders do not generalize well across all realistic channel conditions.
Given the potential challenges with the AI/ML model generalization, it is important to detect when the AI/ML encoder may lead to unacceptable errors in the reconstructed CSI. The detection may be based on model related measurements performed at the UE node or may be performed at the gNB based on the compressed CSI reported by the UE. Depending on which node the monitoring is performed (UE side only, or both UE and gNB), the AI/ML encoder model monitoring may have the following standardization impacts:

· How to configure the AI/ML encoder model monitoring

· Metrics for performance monitoring

· Triggers for AI/ML encoder model monitoring

· Signaling aspects.
Regarding model monitoring, RAN1 #110bis-e reached the following agreements:
	Agreement

In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 

· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    

· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement

In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:

· Intermediate KPIs as monitoring metrics (e.g., SGCS)

· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).

· Legacy CSI based monitoring: schemes using additional legacy CSI reporting

· Other monitoring solutions, at least including the following option:

· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection




To monitor the ML model performance, the UE needs to be configured with the monitoring metric. Furthermore, the monitoring configuration may need to be specified. For example, if other monitoring solutions such as, “Input or Output data based monitoring” are considered, configuration specific to “out-of-distribution” detection is needed.
Proposal 9: Study means to configure/reconfigure the UE with the monitoring configuration, including the monitoring metric.
Additionally, for UE-side monitoring, the UE may need to report the monitoring metric, for example if the selected metric is an intermediate KPI such as the SGCS; the reporting may be periodic or aperiodic. For this example, triggers for monitoring metric reporting may also need to be considered.  Lastly, signaling the UE-side monitoring metrics may need to be specified.
Proposal 10: For UE-side monitoring, study means for reporting the monitoring metrics.

If AI/ML model performance degradation occurs, it may lead to unacceptable CSI reconstruction errors. This in turn may lead to sub-optimal user scheduling and precoder selection, thus potentially degrading the overall system performance.  It is thus important to study means to mitigate AI/ML encoder model performance degradation, such that system performance is not impacted.

Proposal 11: Study means to mitigate AI/ML encoder model performance degradation.

If AI/ML model performance degradation occurs, a possible mitigation could be to perform an AI/ML model update. For example, different pretrained AI/ML models can be used based on channel conditions. If pretrained model is not available on the device, then AI/ML model transfer may be considered. However, AI/ML model transfers should be used sparingly to reduce the signaling overhead. Another possible mitigation could be to fine-tune the model via on-line training (if agreed). However, the latency of the mitigation method may be non-negligible; during this time, legacy CSI reporting may be needed to provide accurate CSI reports. 
Proposal 12: For CSI compression using two-sided model use case, study means to update AIML model to mitigate AI/ML model performance degradation 

Proposal 13: Mechanisms to fallback to legacy CSI reporting are needed (e.g. for cases when AIML model performance is poor) 
2.4 Considerations on specification impact of quantization
During RAN1 #110b, the following agreement was reached:

Agreement

In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 

•
Alignment of the quantization/dequantization method and the feedback message size between Network and UE

To enable two-sided model with quantizer at the UE and dequantizer at the gNB, a mechanism (e.g., feedback message) is required to ensure some alignment is achieved. The mechanism can depend on whether the quantizer or dequantizer can be changed dynamically or semi-statically and the level of alignment required.

For example, a quantizer/dequantizer can be semi-static or only updated at the same time as an AI/ML encoder/decoder is updated. In such a case, quantizer/dequantizer alignment could reuse some of the signaling designed for the updating of the AI/ML model.

For more flexibility, and for more control over the CSI feedback payload, the quantizer/dequantizer update should be decoupled from the AI/ML model update. In such a case, the required level of alignment impacts the details of the alignment mechanism.

The alignment mechanism can include signaling from the node updating its quantizer or dequantizer. Therefore, the mechanism depends on whether the update of the quantizer/dequantizer is triggered by the UE (i.e., via a change in quantizer) or triggered by the gNB (i.e., via a change in the dequantizer). For complete alignment, the information exchanged can be based on complete indication of the quantizer (or dequantizer) update. To reduce feedback message overhead, multiple quantizers (or dequantizers) can be configured with indices and the index of the update quantizer (or dequantizer) can be fed back.

On the other hand, if reduced alignment granularity is acceptable, the feedback message could include some parameters of the newly updated quantizer (or dequantizer). This could reduce the size of the feedback message while still enabling the other node to update its quantizer (or dequantizer) to achieve the required performance.

Proposal 14: Study decoupling of quantizer/dequantizer updating from AI/ML model updating.

Proposal 15: Study different alignment levels between quantizer and dequantizer.
3 Conclusion

In this contribution we discuss the use of the CSI compression sub-use case of AI/ML for CSI feedback enhancements. We provide the following observations and proposals:
Observation 1: 
To support CSI compression in different deployment scenarios and channels, the AI/ML model can be complex.
Observation 2:
Support of multiple pre-processor types in different domains affects the content of the feedback report and therefore has standardization impacts.

Observation 3: considering that a solution to address high Doppler impact for CSI feedback is already under discussion in on-going Rel-18 MIMO WI, the main focus of Rel-18 AI/ML SI is NOT studying as many as use cases/sub-use cases as possible, and current workload is already too high, the AI/ML based CSI prediction shouldn’t be studied as a sub-use case in Rel-18

Observation 4: It is possible that the AI/ML encoders do not generalize well across all realistic channel conditions.
Proposal 1:

Define baseline scenarios against which proposed sub-use cases are to be compared.

Proposal 2:

Implementation-based AI/ML functionality can already be supported at the UE or the gNB and should be considered in the definition of realistic DL channel estimation baseline scenarios.

Proposal 3: 

Study how to use AI/ML based CSI compression to improve CSI accuracy without increasing feedback overhead or to reduce feedback overhead without reducing CSI accuracy.
Proposal 4: 

Study the use of pre-processing in the frequency, spatial and angle-delay domains as means to reduce the AI/ML model complexity.

Proposal 5:

Study selection and reporting of pre-processor type.
Proposal 6:

Study means to enable compressed indication of highly granular subband-level CQI.
Proposal 7:

Study specification impacts of CSI compression using AI/ML including: CSI compression type, support of multiple AI/ML models, new CSI reporting mechanisms and fallback to legacy CSI reporting.
Proposal 8: 

AI/ML based CSI prediction is not studied as a sub-use case in Rel-18.
Proposal 9: Study means to configure/reconfigure the UE with the monitoring configuration, including the monitoring metric.
Proposal 10: For UE-side monitoring, study means for reporting the monitoring metrics.

Proposal 11: Study means to mitigate AI/ML encoder model performance degradation.

Proposal 12: For CSI compression using two-sided model use case, study means to update AIML model to mitigate AI/ML model performance degradation 

Proposal 13: Mechanisms to fallback to legacy CSI reporting are needed (e.g. for cases when AIML model performance is poor) 
Proposal 14: Study decoupling of quantizer/dequantizer updating from AI/ML model updating.

Proposal 15: Study different alignment levels between quantizer and dequantizer.
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