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1 Introduction
In previous RAN1 meeting, we focus on the evaluation methodology discussion for the AI/ML positioning accuracy enhancement. Based on the discussion, the framework of the EVM of AI-based positioning is almost done [1].  
	Agreement

To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:

(e) InF scenarios, e.g., training dataset from one InF scenario (e.g., InF-DH), test dataset from a different InF scenario (e.g., InF-HH)
Agreement

For both direct AI/ML positioning and AI/ML assisted positioning, if fine-tuning is not evaluated, the template agreed in RAN1#110 is updated to the following for reporting the evaluation results.

Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [short model description] 

Model input

Model output

Label

Settings (e.g., drops, clutter param, mix)

Dataset size

AI/ML complexity

Horizontal pos. accuracy at CDF=90% (m)

Train

Test

Train

test

Model complexity

Computation complexity

AI/ML

Agreement

For both direct AI/ML positioning and AI/ML assisted positioning, if fine-tuning is evaluated, the template agreed in RAN1#110 is updated to the following for reporting the evaluation results.

Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [short model description] 

Model input

Model output

Label

Settings (e.g., drops, clutter param, mix)

Dataset size

AI/ML complexity

Horizontal pos. accuracy at CDF=90% (m)

Train

Fine-tune

Test

Train

Fine-tune
test

Model complexity

Computation complexity

AI/ML

Agreement

For AI/ML-assisted positioning, companies report which construction is applied in their evaluation:

(a) Single-TRP construction: the input of the ML model is the channel measurement between the target UE and a single TRP, and the output of the ML model is for the same pair of UE and TRP. 

(b) Multi-TRP construction: the input of the ML model contains N sets of channel measurements between the target UE and N (N>1) TRPs, and the output of the ML model contains N sets of values, one for each of the N TRPs.

Note: For a measurement (e.g., RSTD) which is a relative value between a given TRP and a reference TRP, the TRP in “single-TRP” and “multi-TRP” refers to the given TRP only. 

Note: For single-TRP construction, companies report whether they consider same model for all TRPs or N different models for TRPs
Conclusion

For evaluation of AI/ML based positioning, suspend the discussion on intra-site (or zone-specific) variations until concepts and channel model construction not in TR38.901 (e.g., “intra-site” or “zone”) are clarified under AI 9.2.1.
· Note: An individual company can still submit evaluation results for intra-site variation.

Conclusion

For evaluation of AI/ML based positioning, the sampling period is selected by proponent companies. Each company report the sampling period used in their evaluation. 

Agreement
For evaluation of AI/ML assisted positioning, the following intermediate performance metrics are used:

· LOS classification accuracy, if the model output includes LOS/NLOS indicator of hard values, where the LOS/NLOS indicator is generated for a link between UE and TRP;
· Timing estimation accuracy (expressed in meters), if the model output includes timing estimation (e.g., ToA, RSTD).

· Angle estimation accuracy (in degrees), if the model output includes angle estimation (e.g., AoA, AoD).

· Companies provide info on how LOS classification accuracy and timing/angle estimation accuracy are estimated, if the ML output is a soft value that represents a probability distribution (e.g., probability of LOS, probability of timing, probability of angle, mean and variance of timing/angle, etc.)

Conclusion
For evaluation of AI/ML based positioning, it’s up to each company to take into account the channel estimation error in their evaluation. Companies describe the details of their simulation assumption, e.g., realistic or ideal channel estimation, error models, receiver algorithms.

Agreement

For AI/ML assisted positioning, when single-TRP construction is used for the AI/ML model, companies report at least the AI/ML complexity (Model complexity, Computation complexity) for N TRPs, which are used to determine the position of a target UE.

Table. Model complexity and computation complexity to support N TRPs for a target UE

Model complexity to support N TRPs

Computation complexity to process N TRPs

Single-TRP, same model for N TRPs
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When the model is at UE-side, where [image: image3.png]


 is the model complexity for the same model.

FFS: if the model is at network-side
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Where [image: image6.png]


 is the computation complexity of the same model for one TRP.

Single-TRP, N models for N TRPs

When the model is at UE-side,
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Where [image: image9.png]


 is the model complexity for the i-th AI/ML model.

FFS: if the model is at network-side
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Where [image: image12.png]Cs;



 is the computation complexity for the i-th AI/ML model.

Multi-TRP (i.e., one model for N TRPs)
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Where [image: image15.png]


 is the model complexity for the one model.
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Where [image: image18.png]


 is the computation complexity for the one model.

Agreement

For AI/ML based positioning, if an InF scenario different from InF-DH is evaluated for the model generalization capability, the selected parameters (e.g., clutter parameters) are compliant with TR 38.901 Table 7.2-4 (Evaluation parameters for InF).

· Note: In TR 38.857 Table 6.1-1 (Parameters common to InF scenarios), InF-SH scenario uses the clutter parameter {20%, 2m, 10m} which is compliant with TR 38.901.

Agreement

For the model input used in evalutions of AI/ML based positioning, if time-domain channel impulse response (CIR) or power delay profile (PDP) is used as model input in the evaluation, companies report the input dimension NTRP * Nport * Nt, where NTRP is the number of TRPs, Nport is the number of transmit/receive antenna port pairs, Nt is the number of time domain samples. 

· Note: CIR and PDP may have different dimensions. 

· Note: Companies provide details on their assumption on how PDP is constructed and how (if applicable) it is mapped to Nt samples.




In this contribution, we will continue discussing the remaining issues of the evaluation methodology, sub use cases and share the preliminary simulation results. 
2 Preliminary simulation results for sub-use cases 
2.1 Description of the sub use cases  
Direct positioning and indirect positioning were agreed for further study. For the direct positioning, the positioning coordinates of the devices can be directly inferenced by the AI model. And for the indirect positioning, the output of the inference is the intermediate parameters. 
In this section, we will conduct evaluation for both direct positioning and indirect positioning.  For the direct positioning, the input of the AI model is the CIR and the output is the coordinates as shown in Fig. 1. For the indirect positioning, the input of the AI model is also the CIR points and the output is the ToA. In addition, the input CIR is the CIR from 18 TRPs and the output is the predicated ToA for 18 TRPs. Based on the inferenced ToA,  the coordinates is obtained by utilizing the traditional TDOA solution as shown in Fig. 2
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Figure 1 Illustration of the fingerprinting positioning
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Figure 2 Illustration of the AI-based ToA predication
2.2 Performance gain for AI-based positioning and Discussion
Table 1 summarizes the results for the direct AI-based positioning for scenarios with different clutter parameters and Table.2 summarizes the results for the AI-based ToA prediction for scenarios with different clutter parameters.  Fig.3 depicts the positioning results when using traditional TDOA positioning solution. We will discuss and compare the evaluation results case by case. 
Table 1 Evaluation results for direct AI-based positioning with model deployed on UE or NW side, without model generalization, ResNet

	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	test
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	{0.6，6，2}
	{0.6，6，2}
	70000
	10000
	21,277,442
	5.76GFlops
	0.4462

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	{0.4，2，2}
	{0.4，2，2}
	70000
	10000
	21,277,442
	5.76GFlops
	0.7566


Table 2 Evaluation results for AI-based ToA predication with model deployed on UE or NW side, without model generalization, ResNet

	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	test
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	{0.6，6，2}
	{0.6，6，2}
	70000
	10000
	21,285,650
	5.76GFlops
	0.6778

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	{0.4，2，2}
	{0.4，2，2}
	70000
	10000
	21,285,650
	5.76GFlops
	0.8533
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Figure 3 CDF of positioning error for TDOA-based solution
· AI-based solution VS traditional non-AI based solution
In the TDOA-based method, the positioning error @ 90% for the scenario of inF-DH{60%, 6m, 2m} is up to 14m and even in the scenario of inF-DH{40%, 2m, 2m} , the positioning error @90% is still up to 12m. While for the AI-based solution, the performance is improved greatly. Depending on direct AI-based solution or indirect AI-based solution used, the performance is slightly different. Anyway, no matter which AI-based solution is used, the positioning error @90% is less than 1m.  In the scenario of inF-DH{60%, 6m, 2m}, the positioning error could achieve around 0.45m~0.65m if using the AI model trained by the data set of inF-DH{60%, 6m, 2m} and the positioning error is around 0.75m~0.85m if using the AI model trained by mix data set. In the scenario of inF-DH{40%, 2m, 2m}, the positioning error could achieve around 0.75m~0.85m if using the AI model trained by the data set of inF-DH{40%, 2m, 2m}. 
Observation 1: 
· AI-based solution could greatly improve the positioning accuracy performance for both direct AI-based positioning and AI-based ToA prediction
· The positioning error is less than 1m for both direct AI-based positioning and AI-based ToA prediction

· Direct AI-based positioning VS AI-based ToA predication
Generally, the performance of direct AI-based positioning and the AI-based ToA predication are similar for all evaluation cases and the positioning error difference is less than 0.2m in most cases. In addition, in all cases, the direct AI-based positioning show slightly better performance.  The reason is some performance loss is expected in the traditional TDOA based solution, while the end-to-end coordinates predication by using AI model could remedy this loss. 
Observation 2:
· The direct AI-based positioning outperforms the AI-based ToA predication solution slightly
2.3 Generalization study    
In this section, we will study the generalization performance.  We mainly focus on the study the impact of different clutter parameters and the impact of network synchronization. 

2.3.1 Impact of different clutter parameters 
· Different clutter parameter for training and test 

We considered two inF-DH scenarios, InF-DH with the cluster parameter {60%, 6m, 2m} and InF-DH with cluster parameter {40%, 2m, 2m}. Two training data sets are generated.  One is the dataset purely generated in InF-DH {60%, 6m, 2m}, another one is the dataset purely generated in InF-DH {40%, 2m, 2m}. Two AI models are trained based on these two data sets, respectively. For the test, data sets of different clutter parameter are used. 

Table. 3 and Table 4 summarize the evaluation results and other parameters for the fingerprint and the AI-based ToA predication. If the same clutter parameter is set for the training dataset and the test dataset, optimal positioning accuracy could be achieved for both direct AI-based positioning and AI-based ToA prediction as shown in section 2.2. While, once the clutter parameter for test data set is different from that of the training data set, the inference performance degrades sharply. In the direct AI-based positioning, take the AI model trained by InF-DH{60%, 6m, 2m} dataset as example.  The positioning error @90% is less than 0.5m when using InF-DH{60%, 6m, 2m} test dataset , while the positioning error @90% is up to 7m when using InF-DH {40%, 2m, 2m} test dataset. That is to say, lack of generalization capability would happen if the dataset only generated in one scenario without change of parameters.  
Observation 3: 

· For AI-model trained by dataset generated from one scenario without parameter change,  inferior generalization capability is observed 

Table 3 Evaluation results for direct AI-based positioning with model deployed on UE or NW side, without model generalization (different clutter parameter), ResNet

	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	test
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	{0.6，6，2}
	{0.4，2，2}
	70000
	10000
	21,277,442
	5.76GFlops
	7.0914

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	{0.4，2，2}
	{0.6，6，2}
	70000
	10000
	21,277,442
	5.76GFlops
	1.5328


Table 4 Evaluation results for AI-based ToA predication with model deployed on UE or NW side, without model generalization (different clutter parameter), ResNet

	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	test
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	{0.6，6，2}
	{0.4，2，2}
	70000
	10000
	21,285,650
	5.76GFlops
	7.1173

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	{0.4，2，2}
	{0.6，6，2}
	70000
	10000
	21,285,650
	5.76GFlops
	1.5413


· Mixed clutter parameter setting for training  
In this case, the data set is generated by mixing the dataset from inF-DH{60%, 6m, 2m } and inF-DH{40%, 2m, 2m }. And the AI model is trained by the mixed data set and tested by the data set with clutter parameter {40%, 2m, 2m } and test dataset from inF-DH{60%, 6m, 2m }, respectively.
Table 5 and Table.6 summarize the evaluation results. Compared the results in Table 3 and Table.4, the positioning accuracy is improved greatly. For both the fingerprint and the AI-based ToA prediction, the positioning accuracy @90% is less than 1m. That is to say, for the AI model trained with mix dataset, the generalization problem can be relieved. 
Observation 4: 
· Generating the training data set with different  cluster parameters could relax the problem of inferior generalization capability 
Table 5 Evaluation results for direct AI-based positioning with model deployed on UE or NW side, with model generalization (different clutter parameter), ResNet

	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	test
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	Mix of

{0.6，6，2}

{0.4，2，2}
	{0.6，6，2}
	35000+35000
	10000
	21,277,442
	5.76GFlops
	0.5419

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	Mix of

{0.6，6，2}

{0.4，2，2}
	{0.4，2，2}
	35000+35000
	10000
	21,277,442
	5.76GFlops
	0.7684


Table 6 Evaluation results for AI-based ToA predication with model deployed on UE or NW side, with model generalization (different clutter parameter), ResNet

	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	test
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	Mix of

{0.6，6，2}

{0.4，2，2}
	{0.6，6，2}
	35000+35000
	10000
	21,285,650
	5.76GFlops
	0.6867

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	Mix of

{0.6，6，2}

{0.4，2，2}
	{0.4，2，2}
	35000+35000
	10000
	21,285,650
	5.76GFlops
	0.7974


· Model fine-tuning 
In this case, the model is firstly trained by data set with clutter parameter inF-DH{60%, 6m, 2m }or inF-DH {40%, 2m, 2m} and then fine-tuned by data set with different clutter parameters. The data set for fine-tuning only contains a small number of samples. 

Table 7 and Table 8 summarize the results for fine-tuning. Compared with results without fine-tuning in Table.3 and Table.4, the positioning accuracy is improved reasonably. For example, for the AI model trained by clutter parameter {60%, 6m, 2m } and fine-tuned by data set with clutter parameter {40%, 2m, 2m } , when applying this model in the scenario with clutter parameter {40%, 2m, 2m }, the positioning error is reduced from to ~7m to ~1.5 in both fingerprint method and ToA predication method. However, compared with the results of AI model trained with mixed data set in Table.5 and Table.6 , there is still some gap. The possible reason is less samples from the applied scenario in the fine-tuning. 
Observation 5: 

· For fine-tuning with different clutter parameters

· The positioning accuracy is improved compared with the situation of different clutter parameter between training data set and test data set 

· The improvement of positioning accuracy in the fine-tuning solution is less than that in the solution of mixed training data set with different clutter parameter 

Table 7 Evaluation results for direct AI-based  positioning with model deployed on UE or NW side, with model generalization (with fine-tuning), ResNet
	Model input
	Model output
	Label
	Clutter parameter 
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	{0.6，6，2}
	{0.4，2，2}
	{0.4，2，2}
	70000
	5000
	10000
	21,277,442
	5.76GFlops
	1.4315

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	{0.4，2，2}
	{0.6，6，2}
	{0.6，6，2}
	70000
	5000
	10000
	21,277,442
	5.76GFlops
	0.7185


Table 8 Evaluation results for AI-based ToA predication with model deployed on UE or NW side, with model generalization (with fine-tuning), ResNet
	Model input
	Model output
	Label
	Clutter parameter 
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	{0.6，6，2}
	{0.4，2，2}
	{0.4，2，2}
	70000
	5000
	10000
	21,285,650
	5.76GFlops
	1.5325

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	{0.4，2，2}
	{0.6，6，2}
	{0.6，6，2}
	70000
	5000
	10000
	21,285,650
	5.76GFlops
	0.8494


2.3.2 Impact of network synchronization error  

In this section, we test the generalization performance with the non-ideal network synchronization. The timing errors and network synchronization error are modelled according to TR 38.857, where network synchronization error are modelled as truncated Gaussian distribution with zero mean and standard deviation of [image: image23.png]


 ns, with a truncated range as [image: image25.png][—2Ty, 2T,]



. And we test the performance of AI model trained by dataset generated with the cluster parameter {60%, 6m, 2m}, dataset generated with the cluster parameter {40%, 2m, 2m}. 
· Training data set with ideal network synchronization and test data set with 100ns network synchronization error  

Firstly, we test the case in which the AI/ML model is trained by dataset with ideal network synchronization and then is tested by dataset with 100ns network synchronization error. The results are summarized in Table. 9 and Table.10. It is observed that no matter in the direct AI-based positioning method or the AI-based ToA predication method, the positioning error @90% is poor and the positioning error is more than 10m. 
Table 9 Evaluation results for direct AI-based positioning with model deployed on UE or NW side, without model generalization (AI/ML model is trained by data set with ideal network synchronization and tested by data set with 100ns network synchronization error), ResNet 

	Model input
	Model output
	Label
	Clutter param & network synchronization error
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	test
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	{0.6，6，2}

0ns error
	{0.6，6，2}

100ns error
	70000
	10000
	21,277,442
	5.76GFlops
	12.4486

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	{0.4，2，2}

0 ns error
	{0.4，2，2} 

100ns error
	70000
	10000
	21,277,442
	5.76GFlops
	14.5779


Table 10 Evaluation results for AI-based ToA predication with model deployed on UE or NW side, without model generalization (AI/ML model is trained by data set with ideal network synchronization and tested by data set with 100ns network synchronization error), ResNet 

	Model input
	Model output
	Label
	Clutter param & network synchronization error
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	test
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	{0.6，6，2}

0ns error
	{0.6，6，2}

100ns error
	70000
	10000
	21,285,650
	5.76GFlops
	12.7748

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	{0.4，2，2}

0 ns error
	{0.4，2，2} 

100ns error
	70000
	10000
	21,285,650
	5.76GFlops
	15.4699


Observation 6: 

· If the AI/ML model is trained with data set of ideal network synchronization and the tested by  data set is with network synchronization error, poor generalization performance is observed 

· Training data set with 100ns network synchronization error and test data set with 100ns network synchronization error  

In addition, we further test the case where the AI/ML model is trained by dataset with 100ns synchronization error and then is tested by dataset with 100ns synchronization error. The results are summarized in Table.11 and Table.12 for fingerprint and the AI-based ToA predication.  Compared with the results in Table.5 and Table.6, the positioning performance is greatly improved and the positioning error is less than 2m @ 90%.  
Observation 7: 

· Generating the training data set with network synchronization error could relax the problem of inferior generalization capability 
Table 11 Evaluation results for direct AI-based positioning with model deployed on UE or NW side, with model generalization (AI/ML model is trained by data set with 100ns network synchronization error and tested by data set with 100ns network synchronization error), ResNet 
	Model input
	Model output
	Label
	Clutter param & network synchronization error 
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	test
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	{0.6，6，2}
100 ns error
	{0.6，6，2}

100 ns error
	70000
	10000
	21,277,442
	5.76GFlops
	1.0666

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	{0.4，2，2}
100 ns error
	{0.4，2，2}
100 ns error 
	70000
	10000
	21,277,442
	5.76GFlops
	1.7981


Table 12 Evaluation results for AI-based ToA predication with model deployed on UE or NW side, with model generalization (AI/ML model is trained by data set with 100ns network synchronization error and tested by data set with 100ns network synchronization error), ResNet 
	Model input
	Model output
	Label
	Clutter param & network synchronization error 
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	test
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	{0.6，6，2}
100 ns error
	{0.6，6，2}

100 ns error
	70000
	10000
	21,285,650
	5.76GFlops
	1.0916

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	{0.4，2，2}
100 ns error
	{0.4，2，2}
100 ns error 
	70000
	10000
	21,285,650
	5.76GFlops
	1.7108


· Training data set with ideal network synchronization error and fine-tuned data set with 100ns network synchronization error  

In this case, we test the case where the AI/ML model is trained by dataset with ideal network synchronization and further fine-tuned by data set with 100ns network synchronization error, at last the AI model is tested by dataset with 100ns synchronization error. The results are summarized in Table13 and Table.14. Compared with the results in Table.5 and Table.6,  there is certain improvement in the positioning accuracy. But the positioning accuracy is still poor. The positioning error is up to 8 m when the clutter parameter is {0.4, 2, 2}. It seems that fine-tuning does not help much in the genelization. 
Observation 8: 

· From the aspect that AI model is trained by data set with ideal network synchronization error and fine-tuned by data set with 100ns network synchronization error, improvement in the positioning accuracy is observed. But the improved positioning accuracy is still poor 
Table 13 Evaluation results for direct AI-based positioning with model deployed on UE or NW side, with model generalization (with fine-tuning), ResNet 
	Model input
	Model output
	Label
	Clutter param & network synchronization error
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	{0.6，6，2} , 0ns error 
	{0.6，6，2} , 100 ns error
	{0.6，6，2} , 100 ns error
	70000
	5000
	10000
	21,277,442
	5.76GFlops
	4.7145

	18*256*2 CIR
	2*1 UE coordinates
	2*1 UE coordinates
	{0.4，2，2} 0ns error
	{0.4，2，2}

100 ns error
	{0.4，2，2}

100 ns error
	70000
	5000
	10000
	21,277,442
	5.76GFlops
	8.0254


Table 14 Evaluation results for AI-based ToA predication with model deployed on UE or NW side, with model generalization (with fine-tuning), ResNet 
	Model input
	Model output
	Label
	Clutter param & network synchronization error
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	{0.6，6，2} , 0ns error 
	{0.6，6，2} , 100 ns error
	{0.6，6，2} , 100 ns error
	70000
	5000
	10000
	21,285,650
	5.76GFlops
	4.4925

	18*256*2 CIR
	18*1 UE TOA
	18*1 UE TOA
	{0.4，2，2} 0ns error
	{0.4，2，2}

100 ns error
	{0.4，2，2}

100 ns error
	70000
	5000
	10000
	21,285,650
	5.76GFlops
	7.5060


3 Signalling and model size reduction
In section 2, for both the direct AI-based positioning and AI-based ToA prediction, the input dimension is 18*256*2 for each sample. Large inference input dimension would result in large model size and more computation complexity. In addition, for the scenario where inference node is the LMF and the UE need to feedback the measured CIR information. In this case, large input dimension would cause large signaling. 
Considering these aspects, we will evaluate the performance of the following option with reduced input dimension for the direct AI-based positioning and the AI-based ToA predication.  

· The input dimension is 18*24*2, where 18 represents the number of the involved TRP for positioning, 24 represents the top 24 CIR points with strongest signaling strength among 256 CIR points and 2 represents the amplitude of the CIR points and the index of the CIR point
Table.15 shows the overall performance for direct AI-based positioning and the AI-based ToA.  Compared with the performance with input dimension of 18*256*2 in Table.1, inferior positioning accuracy is achieved, due to less information is proved by limited input points. But the positioning error is still less than 1m @ 90%., which still satisfy the positioning requirements. On the other hand, when looking at comparison in computation complexity, it is observed that the computation complexity in the option with reduced input dimension is much less than that of option with input dimension of 18*256*2. In addition, if UE is required to feedback the CIR to the LMF, then the potential signaling overhead is around 1/10 of that in option with input dimension of 18*256*2
Proposal 1: On the basis of satisfying the positioning accuracy requirement, study solution to reduce the model size, computation complexity and involved signalling overhead 
Table 15 Evaluation results for reduced input dimension for direct AI-based positioning and AI-based ToA predication, model deployed on UE or NW side, without model generalization, ResNet 

	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	Training
	test
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	18*24*2 CIR 
	2*1 UE coordinates
	2*1 UE coordinates
	{0.6，6，2}
	{0.6，6，2}


	70000
	10000
	21,277,442
	539.94MFlops
	0.8219

	18*24*2 CIR 
	18*1 UE TOA
	18*1 UE TOA
	{0.6，6，2}
	{0.6，6，2}


	70000
	10000
	21,285,650
	539.95MFlops
	0.8993


4 Conclusion
In this contribution, we discuss the evaluation methodology and show the initial simulation results. Based on the discussion and evaluation results, our views and observations are summarized as follow 
Observation 1: 
· AI-based solution could greatly improve the positioning accuracy performance for both direct AI-based positioning and AI-based ToA prediction

· The positioning error is less than 1m for both direct AI-based positioning and AI-based ToA prediction

Observation 2:
· The direct AI-based positioning outperforms the AI-based ToA predication solution slightly

Observation 3: 

· For AI-model trained by dataset generated from one scenario without parameter change,  inferior generalization capability is observed 

Observation 4: 

· Generating the training data set with different  cluster parameters could relax the problem of inferior generalization capability 
Observation 5: 

· For fine-tuning with different clutter parameters

· The positioning accuracy is improved compared with the situation of different clutter parameter between training data set and test data set 

· The improvement of positioning accuracy in the fine-tuning solution is less than that in the solution of mixed training data set with different clutter parameter 

Observation 6: 

· If the AI/ML model is trained with data set of ideal network synchronization and the tested by  data set is with network synchronization error, poor generalization performance is observed 

Observation 7: 

· Generating the training data set with network synchronization error could relax the problem of inferior generalization capability 
Observation 8: 

· From the aspect that AI model is trained by data set with ideal network synchronization error and fine-tuned by data set with 100ns network synchronization error, improvement in the positioning accuracy is observed. But the improved positioning accuracy is still poor 
Proposal 1: On the basis of satisfying the positioning accuracy requirement, study solution to reduce the model size, computation complexity and involved signalling overhead 
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