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1 Introduction

In RAN1#110bis-e Meeting, the following agreements and conclusions on Artificial Intelligence (AI)/Machine Learning (ML) based CSI feedback for NR Air Interface were identified [1].
	Conclusion

Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Conclusion

CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion

Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 

• 
Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression

Agreement

In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 

· NW-side performance monitoring: NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    

· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    

Agreement

In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement

In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement

In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)

· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).

· Legacy CSI based monitoring: schemes using additional legacy CSI reporting

· Other monitoring solutions, at least including the following option:

· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection

Agreement

In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 

· Alignment of the quantization/dequantization method and the feedback message size between Network and UE

 


In this contribution, the potential specification impact on AI/ML based CSI compression feedback with two-sided model and a candidate sub use cases on time domain CSI prediction are respectively discussed. 
2 Views on potential specification impact for AI/ML based CSI feedback 
2.1 CSI prediction in time domain

In Rel-18 MIMO CSI feedback enhancement, enhanced codebook structure was designed by refining Rel-16/17 Type II codebook for high/medium velocities, which utilizes the time domain correlation to improve system performance or reduce feedback overhead. The calculated PMI by adopting the enhanced codebook structure is at least based on UE-side CSI prediction. The legacy algorithms, e.g., LMMSE, Kalman filter are utilized to calculate channel information of the future instance, so that the future PMI can be calculated and reported by UE. In the last meeting, some companies suggest CSI prediction based on AI/ML should be studied as one of representative sub-use case. In our view, CSI predication in time domain should be studied with low priority considering the following factors.

· Work load：The evaluation assumption of Spatial-Frequency domain compression cannot be directly applied to CSI prediction, since spatial consistency and time domain correlation are not included in the simulation assumption for CSI compression sub-use case. Although some preliminary evaluation assumption have been given in [1], a lot of simulation evaluations are required. Accordingly, more evaluation assumptions need further discussion. 
· Specification impact: In order to obtain the CSI of future instance by using time domain correlation, CSI of history needs to be measured or estimated through downlink/uplink reference signal. The specification impact includes to study design of the reference signal transmission, the CSI predication time, assist singling for collecting trained data of AI/ML model, and so on. In addition, CSI prediction can be implemented at UE side or gNB side. The specification impact is different based which side to implement CSI prediction. If both are supported, a lot of spec efforts are expected as well.    

· Performance baseline: According our observation, the simulation results on time domain CSI prediction provided by some companies show that the performance gain can be obtained compared with sample-hold and using legacy algorithms, e.g., LMMSE, Kalman filter. Notice that one of the motivations for time domain CSI prediction is used to improve CSI feedback accuracy. Therefore, time domain CSI prediction should be applied to CSI feedback schemes to show how much gain can be obtained.  In current specification, legacy CSI feedback scheme, such as Type I or Type II codebook does not consider future channel prediction. It is not feasible to adopt CSI prediction for them. However, CSI prediction can be applied to the CSI feedback enhancement scheme for high/medium velocities which is discussing in Rel-18 MIMO CSI agenda. Even though CSI prediction based on AI/ML model can obviously improve performance gain compared with sample-hold or legacy CSI prediction algorithm, it is not clear how much gain can be obtained after CSI prediction based on AI/ML is applied to enhanced codebook in Rel-18 MIMO CSI back for high/medium velocities, comparing with legacy CSI predication algorithm. Since the final enhancement codebook for high/medium velocities has not been identified, the time domain CSI prediction should be deferred to study. 
Observation 1: It is not clear how much gain can be obtained if CSI prediction based on AI/ML is applied to enhance codebook in Rel-18 MIMO CSI back for high/medium velocities comparing with legacy CSI predication algorithm.
Proposal 1:  CSI predication in time domain should be deferred considering work load, specification efforts and no suitable performance baseline.
3 Views on potential specification impact for CSI feedback based on AI/ML 

3.1 AI/ML model training collaboration type
For CSI compression, three types are given to train two-sided model [2]. For the three type, the dataset for training AI/ML model or trained model can be delivered over air interface or in the proprietary way. From the specification impact, there is no specification impact if they are delivered in the proprietary way. Hence, we should focus on the specification impact study when the dataset for training AI/ML model or trained model is delivered over air interface.
Observation 2: If the dataset for training AI/ML model or trained model are delivered in the proprietary way, there is no specification impact for the three training types.
In the following, we provide our views on the three training collaboration types from the perspectives of specification workload, overhead, performance and generality of AI/ML model to show their pros and cons, and the proposals on the specification impact study for the three types are given as well.
· AI/ML model training collaboration Type 1
· Specification impact: Since CSI generation part and CSI reconstruction part are jointly trained in a single entity, model transfer over the air interface is not avoided. The model representation format (MRF) is different if model is trained on the different platform. In order to align them, the unified MRF needs to be defined in 3GPP, which may require a lot of specification efforts. The disadvantage of it is that the privacy of AI/ML model cannot be guaranteed. 
· Overhead: For Type 1, the overhead is related to AI/ML model due to model transfer. According to our observation, the CSI generation part and CSI reconstruction part may have similar or different model size. If size of CSI generation part is smaller than that of CSI reconstruction part, it is preferred that CSI generation part is transferred form network side.
· Performance: Since AI/ML model is jointly trained in a single entity, the performance of Type 1 should be better than Type 2 and Type 3 in principle. However, considering the transferred model may be not matched well to the hardware platform of the received model side, which may degrade system performance.  
· Generalization of AI/ML model: If AI/ML model is jointly trained at UE side, it is hard to train a better generality of AI/ML model as the channel feature of other UEs cannot be obtained. From this perspective, AI/ML model should be trained at network side for training a better generality of AI/ML model.
Proposal 2: For training collaboration Type 1, the specification impact on CSI generation part or CSI reconstruction part transfer should be studied. 

· AI/ML model training collaboration Type 2

· Specification impact: Assistance singling and/or trained dataset need to be studied and specified for Type 2. The assistance singling is used to indicate when to implement joint training between UE and network side. The trained dataset includes target CSI which is used to calculate loss function at network side, forward propagation (FP) and back propagation (BP) parameters. The delivered dataset should be quantized before reporting to network side and indicating to UE side. How to quantize dataset needs to study as well. Compared with Type 1, it does not disclose the model to other entities.
· Overhead: For Type 2, the overhead is related to the trained dataset and FP/BP parameters. How much dataset parameters to be delivered depends on model training requirement, i.e., they are not delivered until the trained model is stable. 
· Performance: Type 2 can also be regarded as joint model training. In addition, the trained model can match well hardware of UE and network side, which avoids the performance loss incurred by hardware implementation. Unfortunately, the system performance may be degraded due to parameter quantization.
· Generalization of AI/ML model: If each CSI generation part corresponds to a CSI reconstruction part, there will be a lot of CSI reconstruction part at network side since different UEs adopt different CSI generation part, which consumes larger network’s storage memory. If only one CSI reconstruction part is trained to applied to all CSI generation part, it is challenged to train such model due to different UE having different CSI generation parts, and their models are transparent to network side. 
Observation 3: It is challenged to trained a common CSI reconstruction part at network side due to different UE adopting different CSI generation parts.
Proposal 3: For training collaboration Type 2, the specification impact on assistance signalling and/or deliver methods of dataset should be studied. 

· AI/ML model training collaboration Type 3

Different from Type 1 and Type 2, CSI generation part and CSI reconstruction part are separately trained. According to their training sequence, we define that UE-first separating training and gNB-first separating training. The former one is that CSI generation part and CSI reconstruction part are jointly trained at UE side, then CSI reconstruction part is trained at network side. The latter one is CSI generation part and CSI reconstruction part are jointly trained at network side, then CSI generation part is trained at UE side. Since the specification impact, overhead, performance and generation of both methods are different, they are analysed respectively in the following.
· UE-first separating training
·      Specification impact: Similarly Type 2, Type 3 also requires that assistance singling and/or trained dataset delivery needs to be studied and specified. Different from Type 2, Type 3 does not to deliver FP/BP parameters. The input and output of CSI reconstruction part at UE side should be delivered to network side. In addition, target CSI should be also delivered to network side for calculating loss function.  
·      Overhead:  The overhead of this training collaboration type mainly includes the target CSI and trained dataset, i.e., the input and output of CSI reconstruction part. If the type of output of CSI reconstruction part and the type of target CSI are same, it implies that the overhead of target CSI transmission will be double.
·      Performance: Compared with jointly training, the performance of Type 3 may be worse. Therefore, it needs to evaluate how much performance gain will be degraded. If there are no much performance loss, Type 3 can be considered to train AI/ML model since Type 3 does not need to deliver AI/ML model and the privacy of AI/ML model can be guaranteed. 
·     Generalization of AI/ML model: Similarly to Type 2, if each CSI generation part corresponds to one CSI reconstruction part, it will consume larger storage memory to store a lot of CSI reconstruction parts at network side. In order to address this issue, one common CSI reconstruction part should be trained. It is also challenged to trained such common model since different UEs may adopt different model structures.
Observation 4: For UE-first separating training, it is challenged to trained a common CSI reconstruction part at network side due to different UEs adopting different model structures to train AI/ML model.
Proposal 4: For training collaboration Type 3 with UE-first separating training, the specification impact on assistance signalling and/or the transmission methods of input and output of CSI reconstruction part  should be studied. 
· NW-first separating training
·      Specification impact: The specification impact of NW-first separating training is similar with that of UE-first separating training. I.e., the assistance signalling and/or trained dataset should be studied and specified. The output of CSI generation part at network side should be delivered to UE side. Notice that target CSI and input of CSI generation part should be also delivered to network side from UE side for calculating loss function.   
·     Overhead: Compared with UE-first separating training, the overhead mainly includes input and output of CSI generation part and target CSI. However, the target CSI and input of CSI generation part can be same. E.g., both of them are eigenvector of realistic channel estimated by downlink pilot signal. This implies that overhead can be significantly reduced compared with UE-first separating training.
·     Performance: There is still performance loss compared with jointly training due to dataset quantization and separating training. However, the performance loss is limited as shown in our simulation evaluation in [3].
·      Generalization of AI/ML model: Different from UE-first training, it is easy that network can train a common CSI reconstruction part since network is able to collect the trained dataset from different UEs. Then, different UE train its CSI generation part by using the delivered dataset from network. However, corresponding to different network vendor, UE may train different CSI generation part, which may consume a lot memory to store different CSI generation part.
Observation 5: For NW-first separating training, network can train a common CSI reconstruction part since network is able to collect the trained dataset from different UEs.  However, UE may train different CSI generation part corresponding to different network vendor.
Proposal 5: For training collaboration Type 3 with NW-first training, the specification impact on assistance signalling and/or the transmission methods of input and output of CSI generation part should be studied. 

3.2 Input and output of AI/ML model

In [2], the following agreements were achieved.

	Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least 

· CSI generation part output and/or CSI reconstruction part input, including configuration(size/format) and/or potential post/pre-processing of CSI generation part output/CSI reconstruction part input. 

· CQI determination

· RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least

· Model output type/dimension/configuration and potential post processing 


It was identified that specification impact on CSI generation part output and/or CSI reconstruction part input should be further studied. For CSI feedback enhancement in Spatial-Frequency domain, AI/ML-based CSI generation part and AI/ML-based CSI reconstruction part are respectively deployed at UE and gNB side. The input data of AI/ML-based CSI generation part can be either the entire Spatial-Frequency channel information, or eigenvector of channel for each layer or each rank. In addition, the input data can also be channel feature which can be extracted through different methods. For example, Spatial-Frequency domain channel is converted to angle-delay domain through two-dimension DFT transformer. The redundancy information is removed, and only dominated channel feature are remained as the input data of AI/ML model. However, channel transform based on DFT may loss some channel feature due to its discrete quantization characteristic. In order to address the issue, eigenvector of spatial-domain channel and frequency domain channel can be used to extract the channel feature. The spatial and frequency domain channel can be second-order statistical channel, which utilizes the character of angle and delay which is kept invariant in a period of time. Compared with DFT basis, eigenvector of spatial domain and frequency domain can extract accurate channel feature and recover higher resolution CSI at gNB side.  

Different input data type of AI/ML-based CSI generation part may incur different system performance at the same feedback overhead. If input data is raw channel information, the size of trained AI/ML model may be larger since a lot of redundancy is kept as training data which increases the weight parameter or model structure. If input data is channel feature extraction, the size of trained AI/ML model can be reduced. But it requires to report additional information for reconstructing CSI at gNB sided. In addition, the performance may be degraded as only dominated information of channel is inputted. The eigenvector of channel as the input data may achieve better trade-off between performance and size of AI/ML model, compared with the other two input data type.  

Proposal 6: The eigenvector of channel as the input of AI/ML-based CSI generation part should be as a starting point.

The output data type of AI/ML-based CSI reconstruct part can be same with input data type of AI/ML-based CSI generation part. Notice that the reconstrued CSI is used to as the precoder of downlink data transmission. Therefore, it makes sense that the output data type is eigenvector of channel. In addition, it has been agreed that the KPI of CSI feedback is SGCS. Therefore, it is straightforward that the output data type is eigenvector during the model training.
Proposal 7: The eigenvector of channel as the output of AI/M-based CSI reconstruction part should be as a starting point.

3.3 Dataset collection for CSI compression feedback with two-sided model
In [2], the agreements on data collection were achieved as follows.
	Agreement

In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring:  

· Assistance signaling for UE’s data collection  

· Assistance signaling for gNB’s data collection  

· Delivery of the datasets.


In current specification, downlink and uplink reference signal, such as CSI-RS and SRS were designed to estimate downlink and uplink channel. The time domain type of both them can be periodic, semi-persistent and aperiodic. For periodic or semi-persistent reference signal, the value of period includes a lot of candidate values. If the collect data based on legacy configuration of reference signal can satisfy the requirement of model training or updating, it is not necessary to enhance reference signal. Otherwise, CSI-RS or SRS enhancement can be considered to train or update AI/ML model.  
Proposal 8: The design of legacy reference signal, e.g., CSI-RS or SRS used to collect dataset should be as a starting point.

If dataset is delivered in the proprietary way, the assistance signalling for collecting data can also be transmitted in the same way. For such case, it does not have specification impact since the assistance signalling can be pre-defined in a proprietary way. However, if dataset is delivered over the air interface, the specification impact on the design of signalling for triggering or configuring should be studied. The dataset for AI/ML model training can be collected by UE, gNB, or other entities, e.g., OTT or OTA server. Accordingly, the assistance signalling is different for which entity implements dataset collection. Therefore, it should study the specification impact on the design of assistance signalling for different entities implementing dataset collection over the air interface.
Proposal 9: The specification impact on the design of assistance signalling for different entities implementing dataset collection over the air interface should be studied.  
3.4 CSI measurement and reporting
In current specification, CSI reporting may include RI, PMI and CQI according to parameter configuration by gNB. For legacy Type II codebook, RI, PMI and CQI are jointly reported to gNB, where RI and CQI are calculated by using the calculated PMI at UE side. For SU-MIMO, gNB transmits DL data according to received RI，CQI and PMI. Since the PMI matches well with RI and CQI, the system performance is expected by using the PMI as the precoder of DL data transmission. For CSI compression feedback through two-sided model with encoder and decoder, the decoder at gNB side can be used to reconstruct the compressed CSI. Then, gNB can utilize the reconstruct the CSI to calculated the precoder of DL data transmission. If the decoder is also deployed at UE side, RI and CQI can be calculated by using the precoder which obtained through the decoder. However, if the decoder is not deployed at UE side, the question is how to calculate RI and CQI. Assume RI and CQI are calculated by using the traditional codebook and reported to gNB. gNB will transmit data by using received RI, CQI and the precoder inferred by decoder. This results that system performance may be degraded due to mismatch between calculated precoder by gNB and RI/CQI which calculated by UE, as shown in Fig.1.

In [2], it was agreed that RI and CQI determination should be further studied for CSI compression using two-sided model to address above question. In the RAN1#110bis-e meeting,  different alternatives on CQI calculation were provided by different companies.  According to our view, the following two alternatives should be considered to calculate RI and CQI.
· Alt 1: RI, PMI and CQI are jointly calculated

· Alt 2: RI, PMI and CQI are separately calculated through two stages.

        Note: PMI is the inferred eigenvector by AI/ML-based CSI reconstruction part.
For Alt1, AI/ML-based CSI reconstruction part should be deployed at UE side, such that RI and CQI can be calculated by using the inferred eigenvector, i.e., PMI.  

For Alt 2, the gNB transmits beamformed CSI-RS at first stage, where the beam is inferred PMI via AI/ML-based CSI reconstruction part, i.e., decoder, at gNB side. At the second stage, RI and/or CQI is calculated by UE through the received beamformed CSI-RS. This procedure is similar to non-PMI feedback in current specification. In Fig.2, the processing procedure for such use case is given to illustrate RI, PMI and CQI calculation for Alt 2. The calculated RI/CQI can match the PMI, which avoids performance loss incurred by the mismatch between RI/CQI and PMI.
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Fig.1: The procedure of CSI measurement and feedback when decoder is not deployed at UE side.
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Fig.2. The processing procedure of sub-use case on improved accuracy for separately calculating RI, PMI and CQI at UE side
Proposal 10: The following two alternatives can be considered to determine RI and CQI：
· Alt 1: RI, PMI and CQI are jointly calculated
· Alt 2: RI, PMI and CQI are separately calculated through two stages.
Note: PMI is the inferred eigenvector by AI/ML-based CSI reconstruction part.
In current specification, CSI reporting can be transmitted through PUSCH or PUCCH [4]. For Type II or eType II codebook, CSI reporting includes two parts, i.e., Part 1 and Part 2 to report the contents of CSI through PUSCH. The PMI is included in Part 2. For AI/ML based CSI feedback with two-sided model, the compression information can be regarded as one kind of PMI.  Therefore, the compression information should be included in Part 2. RI and CQI are still included in Part 1. It is sufficient that CSI reporting includes two parts for AI/ML based CSI feedback with two-sided model.
Proposal 11: CSI reporting with two parts, i.e., Part 1 and Part 2 for AI/ML based CSI feedback with two-sided model should be as a starting point.
4 Conclusions

In this contribution, we provide our views on specification impact for AI/ML based CSI feedback enhancement, and the observations and proposals are given as follows:

Observations

Observation 1: It is not clear how much gain can be obtained if CSI prediction based on AI/ML is applied to enhance codebook in Rel-18 MIMO CSI back for high/medium velocities comparing with legacy CSI predication algorithm.
Observation 2: If the dataset for training AI/ML model or trained model are delivered in the proprietary way, there is no specification impact for the three training types.
Observation 3: It is challenged to trained a common CSI reconstruction part at network side due to different UE adopting different CSI generation parts.

Observation 4: For UE-first separating training, it is challenged to trained a common CSI reconstruction part at network side due to different UEs adopting different model structures to train AI/ML model.
Observation 5: For NW-first separating training, network can train a common CSI reconstruction part since network is able to collect the trained dataset from different UEs.  However, UE may train different CSI generation part corresponding to different network vendor.
Proposals

Proposal 1:  CSI predication in time domain should be deferred considering work load, specification efforts and no suitable performance baseline.
Proposal 2: For training collaboration Type 1, the specification impact on CSI generation part or CSI reconstruction part transfer should be studied. 

Proposal 3: For training collaboration Type 2, the specification impact on assistance signalling and/or deliver methods of dataset should be studied. 

Proposal 4: For training collaboration Type 3 with UE-first separating training, the specification impact on assistance signalling and/or the transmission methods of input and output of CSI reconstruction part  should be studied. 
Proposal 5: For training collaboration Type 3 with NW-first training, the specification impact on assistance signalling and/or the transmission methods of input and output of CSI generation part should be studied. 

Proposal 6: The eigenvector of channel as the input of AI/ML-based CSI generation part should be as a starting point.

Proposal 7: The eigenvector of channel as the output of AI/M-based CSI reconstruction part should be as a starting point.

Proposal 8: The design of legacy reference signal, e.g., CSI-RS or SRS used to collect dataset should be as a starting point.

Proposal 9: The specification impact on the design of assistance signalling for different entities implementing dataset collection over the air interface should be studied.  
Proposal 10: The following two alternatives can be considered to determine RI and CQI：
· Alt 1: RI, PMI and CQI are jointly calculated
· Alt 2: RI, PMI and CQI are separately calculated through two stages.
Note: PMI is the inferred eigenvector by AI/ML-based CSI reconstruction part.
Proposal 11: CSI reporting with two parts, i.e., Part 1 and Part 2 for AI/ML based CSI feedback with two-sided model should be as a starting point.
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