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Introduction
In RAN#94e meeting, one SID on AI/ML for Air interface is approved [1]. Three use cases are identified as initial set of use case shown below, and representative sub use cases should be recognized by RAN#98.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


In RAN1#109e [2], spatial-frequency domain CSI compression using two-sided AI model has been agreed as one representative sub use for CSI enhancement shown below.
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 



In this paper, we would focus on the sub use case: spatial-frequency domain CSI compression, and present initial evaluation results about the sub use case.

Discussion
AI model for CSI compression and recovery
In the previous meeting, it has been agreed that for the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part and an AI/ML-based CSI recovery part. So in the simulation, we use the Transformer model, where the encoder as the CSI generation part is located at the UE side and the decoder as the CSI recovery part is located at the gNB side, as shown in figure 1. The encoder mainly includes the embedding layer, multi-head attention layer and quantization layer. The decoder mainly includes the dequantization layer, embedding layer and multi-head attention layer. After the decoder, the CSI can be recovered through a fully connected layer. The AI model parameters are shown in table 1.
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Table 1. AI model parameter for CSI compression and recovery
	Transformer Parameters
	Values

	Embedding dimension
	512

	Model Layer
	10

	Head of attention layer 
	16

	Quantification method
	Vector quantization





Figure 1. AI model for CSI compression and recovery
Evaluation results for CSI compression and recovery
In this section, we provide the data set generation, training parameter and evaluation results. For the data generation, we consider a Dense Urban (Macro only) scenario operating on 2GHz FDD spectrum, where 1140 UEs (57 cells, and 20 users per cell) are generated. The number of frequency domain sub-bands is 12. The detailed evaluation assumptions can refer to the Appendix. We collect 570000 samples, 90% of which are used as training sets and 10% as validation sets. The input of AI model is eigenvector of the channel matrix. The main training parameters are shown as table 2. 
Table 2. Training parameter for CSI compression and recovery
	Training parameters
	Value

	Batch size
	512

	Epoch
	200

	Optimizer
	Adam

	Learning rate
	0.0001


In the previous meeting [2], it has been agreed that SGCS (Squared Generalized Cosine Similarity) can be used as the intermediate KPIs and throughput can be used as the eventual KPI. Therefore, based on the trained AI model, we provide the evaluation results on SGCS in figure 2 and throughput gain in figure 3, and the Rel-16 eType II codebook is used as the baseline for performance evaluation. In figure 3, the throughput gain is calculated based on the lowest overhead of Rel-16 eType II codebook.
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Figure 2. Comparison of SGCS for AI based CSI compression and recovery
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Figure 3. Comparison of throughput for AI based CSI compression and recovery
From the evaluation results in figure 2, AI based CSI compression and recovery can achieve about 14% SGCS gain than Rel-16 eType II codebook for the same feedback bits. Accordingly, AI based CSI compression and recovery can save more than 50% of feedback bits than Rel-16 eType II codebook for the same SGCS. From figure 3, AI based CSI compression and recovery can achieve about 10% throughput gain than Rel-16 eType II codebook for the same feedback bits. Therefore, it can be concluded that the AI based CSI compression and recovery can achieve better SGCS and throughput performance and lower feedback bits than Rel-16 eType II codebook.
Observation 1: The AI based CSI compression and recovery can achieve better SGCS and throughput  performance and lower feedback bits cost than Rel-16 eType II codebook.
In practical deployment, if different models are separately trained for different scenarios, several AI models need to be deployed at UE side or delivered to UE. The cost is too large. Therefore, the generalization of AI model is very important, and the following agreement about generalization was achieved in the RAN1 #110-e meeting[2]. 
	Agreement
For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:
· Various deployment scenarios (e.g., UMa, UMi, InH)
· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
Companies to report the selected scenarios for generalization verification


To verify the generalization performance of various deployment scenarios, we use the model trained in the dense urban (Macro only) scenario to compare the inference performance in UMa (Urban Macro) and UMi (Urban Micro) with Rel-16 eType II codebook. The performance comparison results of SGCS are shown in Figure 3.
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Figure 4. The verification of generalization with various deployment scenarios
According to figure 4, in both UMa and UMi scenarios, the performance of AI based CSI compression and recovery trained under the dense urban (Macro only) scenario is also better than that of Rel-16 eType II codebook. The performance of AI based CSI compression and recovery under UMa scenario is better than that under UMi scenario, since UMa scenario is similar to dense urban (Macro only) scenario.
Observation 2: The AI based CSI compression and recovery trained under different scenarios can also achieve better SGCS performance than Rel-16 eType II codebook.
To verify the performance of various outdoor/indoor UE distributions, we use the models trained in the UMa scenario with  different outdoor/indoor UE distributions to compare the inference performance in the UMa scenario with 8:2 outdoor/indoor UE distributions. The performance comparison results of SGCS are shown in table 3.
Table 3. The verification of generalization performance with various outdoor/indoor UE distributions
	              SGCS

Feedback bits
	Training UMa_2:8
Inference UMa_8:2
	Training UMa_8:2
Inference UMa_8:2

	48
	0.795495
	0.800250

	72
	0.805596
	0.820570

	88
	0.815343
	0.833801

	132
	0.858298
	0.862100



According to Table 3, for the inference performance in the UMa scenario with 8:2 outdoor/indoor UE distributions ratio, with the increase of feedback bits, AI/ML model trained by both 8:2 indoor/outdoor UE distribution can achieve 2% gain than 2:8 indoor/outdoor UE distribution. 
Observation 3: For the inference performance in the UMa scenario with 8:2 outdoor/indoor UE distributions ratio, AI/ML model trained by 8:2 and 2:8 indoor/outdoor UE distribution ratio shows similar performance.

Conclusion 
In this contribution, we have the following proposal and observation:
Observation 1: The AI based CSI compression and recovery can achieve better SGCS and throughput  performance and lower feedback bits cost than Rel-16 eType II codebook.
Observation 2: The AI based CSI compression and recovery trained under different scenarios can also achieve better SGCS performance than Rel-16 eType II codebook.
Observation 3: For the inference performance in the UMa scenario with 8:2 outdoor/indoor UE distributions ratio, AI/ML model trained by 8:2 and 2:8 indoor/outdoor UE distribution ratio shows similar performance.
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Appendix: Evaluation assumption for AI/ML based CSI feedback enhancement
Table 3. SLS assumptions for AI/ML based CSI feedback enhancement 
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Multiple access 
	OFDMA 

	Scenario
	Dense Urban (Macro only) is a baseline. 

	Frequency Range
	2GHz.

	Inter-BS distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) 


	BS Tx power 
	41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Number of RBs
	52 for 15 kHz SCS

	Simulation bandwidth 
	10 MHz

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU-MIMO

	CSI feedback 
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation
	Ideal channel estimation

	Evaluation Metric
	GCS and SGCS

	Baseline for performance evaluation
	Rel-16 eType II Codebook is the baseline.
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