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1. Introduction
SA2 had sent an LS reply in R1-2210826 on XR and media services [1] . SA2 had studied the rate adaptation at application layer to reduce the required data buffer for XR traffic with low latency, low loss, and scalable requirement based on RAN congestion information.   SA2 also indicates that the core network will provide RAN a list of XR PDU set information as the parameters of the XR-awareness for the XR-specific system configuration, such as C-DRX enhancement, of supporting XR service.   We discussed the specification in RAN1 in support of SA2 XR rate adaptation at the application and the use list of XR PDU set information.  

2. Discussion of XR Rate Adaptation and C-DRX Enhancement 
The rate adaptation of XR application to handle the network congestion had been concluded in SA2 study with the purpose of de-jittering effect at the network to reduce the length of the XR traffic playout buffer.   The explicit congestion notification (ECN) marking is performed at the gNB or at the PDU session anchor user-plane function (PSA UPF) at the edge of core network based on the network congestion information from the gNB.   The information for the ECN marking would require the measurements provided by the gNB.
The congestion information of XR service delivery could be measured directly at the gNB scheduler.  The congestion information for the XR rate adaptation to minimize the buffer length includes two segments of congestions as follows, 
· Congestion from the network transport of XR packets from XR server through the core network - The congestion of the XR packet through network transport could be characterized by the XR packet inter-arrival process at the gNB.   The average packet delay and delay jitter of periodic XR packet arrival can be measured at the gNB scheduler to characterize the status of network congestion.    The average delay of XR packet arrival at the gNB could obtain the general congestion status of the network transport from the XR server.   The delay jitter characterizes the variation of network congestion for the XR packets transport.   The gNB could measure the average delay and the delay jitter for each QoS flow based on the DL XR packet interarrival at the gNB scheduler.   For UL XR packet, the gNB could not get the network congestion information since the packet is received from the UE directly.

· [bookmark: _Hlk117941312]Congestion at the gNB scheduler for scheduling XR packet delivery - The gNB scheduler needs to perform the resource allocation of each XR PDU based on its QoS attribute, such as the delay budget and the radio channel condition to optimize the link adaptation gain.    When large amounts of DL or UL XR packets arrived at the gNB waiting for the resource allocation of PDSCH or PUSCH transmission, the congestion information could be measured by the time waiting in the queue at the gNB for DL transmission. or at the UE for UL transmission.  Thus, the congestion at the RAN level could be measured and reported by the waiting time at the queue of the gNB for DL XR packet transmission and the queue at the UE for UL XR packet transmission.   In order to avoid the UE report of waiting time at the UE buffer, the gNB could calculate the average scheduling delay of PUSCH resource allocation for each QoS flow of UL XR packet.    

Thus, the answers to SA2’s questions on the RAN congestion information used for ECN marking could be captured in the following proposal,  

[bookmark: _Hlk118247065]Proposal 1:  The answers to SA2 questions on the RAN congestion information for XR rate adaption are as follows,
· Q1: whether it is feasible for RAN to estimate congestion information per QoS flow, per DRB in downlink and uplink directions.
· Answer 1:   RAN can estimate the congestion information per QoS flow and per PRB in both DL and UL direction by measuring the average delay and delay jitter of XR packet arrival at the gNB scheduler and the waiting time at the buffer or the scheduling delay.  

· Q2: whether it is feasible for RAN to estimate congestion information per QoS flow in UL, per DRB in UL without UE impacts. 
· Answer 2:   The UL congestion information could be measured directly by the gNB scheduling delay of PUSCH transmission for each XR PDCH per QoS flow and per DRB without UE impact.


SA2 also indicates that the core network will provide RAN a list of XR PDU set information, which include PDU set periodicity and start time, PDU set end indication, PDU set level QoS parameters, PDU set size in term of number of bits or number of PDUs in a PDU set, PDU set identity and relationship information among PDUs within the same PDU set and jitter information.   Since a XR packet could consist one or more PDU sets, the PDU set indication might not provide the exact information of XR packet arrival for the network configuration, such as C-DRX.  In particular, the list of the parameters in the XR PDU set is the static information of XR packet characteristic.   It does not include the stochastic process of XR packet network transport.  The enhancement of the C-DRX configuration aligning with list of XR PDU set information would not provide the optimize UE power saving gain with the consideration of multiple PDU sets and delay jitter of network transport.   


[bookmark: _Hlk118247095]Proposal 2:  From SA2 LS, the enhancement of the C-DRX configuration aligning with list of XR PDU set information would not provide the optimize UE power saving gain with the consideration of multiple PDU sets and the delay jitter from the network transport of XR packet.   

3. Conclusion 
The LS from SA2 on the study outcome of XR-awareness with XR rate adaptation based on RAN congestion status with question to RAN on the possibility of estimate the RAN congestion information.   SA2 also indicates the list of XR PDU set information for XR awareness might not be sufficient in achieving UE power saving by the enhancement of C-DRX in aligning with XR PDU set information.   Thus, we have the following proposals,

· Proposal 1:  The answers to SA2 questions on the RAN congestion information for XR rate adaption are as follows,
· Q1: whether it is feasible for RAN to estimate congestion information per QoS flow, per DRB in downlink and uplink directions.
· Answer 1:   RAN can estimate the congestion information per QoS flow and per PRB in both DL and UL direction by measuring the average delay and delay jitter of XR packet arrival at the gNB scheduler and the waiting time at the buffer or the scheduling delay.  

· Q2: whether it is feasible for RAN to estimate congestion information per QoS flow in UL, per DRB in UL without UE impacts. 
· Answer 2:   The UL congestion information could be measured directly by the gNB scheduling delay of PUSCH transmission for each XR PDCH per QoS flow and per DRB without UE impact.
· Proposal 2:  From SA2 LS, the enhancement of the C-DRX configuration aligning with list of XR PDU set information would not provide the optimize UE power saving gain with the consideration of multiple PDU sets and the delay jitter from the network transport of XR packets.   
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