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1. Introduction
[bookmark: _Hlk101176897]AI/ML-based channel state information (CSI) feedback enhancement is agreed to be one of the use cases in this study item [1]. In the previous RAN1#110b-e meeting, the following aspects were discussed [2]:
· The potential specification impact on model monitoring.
· The potential specification impact on model training.
· The potential specification impact on quantization method.
In this document, we further share our views on model monitoring, data collection and training collaborations. 

2. Model Monitoring
In the previous meeting, model monitoring was widely discussed, and several agreements were achieved as follows. 
Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
•	NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
•	UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching 

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
[bookmark: _Hlk118302969]•	Intermediate KPIs as monitoring metrics (e.g., SGCS)
•	Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
•	Legacy CSI based monitoring: schemes using additional legacy CSI reporting
•	Other monitoring solutions, at least including the following option:
o	Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection

In this section, we further share our views on several remaining issues on model monitoring.

2.1 metric and method for performance monitoring
According to the agreements achieved in 9.2.1, the following monitoring metric/methods can be considered:
Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
-	Monitoring based on inference accuracy, including metrics related to intermediate KPIs
-	Monitoring based on system performance, including metrics related to system performance KPIs
-	Other monitoring solutions, at least following 2 options.
[bookmark: _Hlk118300377]-	Monitoring based on data distribution
a)	Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
b)	Output-based: e.g., drift detection of output data
-	Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

In this agreement, besides performance monitoring, data distribution based monitoring is also taken into account. Regarding the two-sided model used in CSI compression, the input of CSI generation part could be raw channel matrix or precoding matrix, and the output of the CSI reconstruction part is of the same type of data as the input of the CSI generation part, even with similar values. Therefore, data distribution based monitoring can be done only at one-side. Considering that raw channel information can be directly estimated at UE side through CSI-RS, it would be better to do data distribution based monitoring at UE side.  

[bookmark: _Hlk118306571]Proposal 1: Study model monitoring based on data distribution for CSI compression, wherein only input-based data distribution model monitoring (UE-based monitoring) is suggested to be studied.
 
Regarding model performance monitoring, both	NW-side performance monitoring and UE-side performance monitoring should be studied. For CSI compression, in the case of eventual KPI being used for monitoring, monitoring would be better done at network side via NACK/NACK feedback from UE. The reason is that with this information network can decide the follow-up operations, such as fall back or model switch through new CSI report configuration. While if the monitoring is done at UE side, UE has to report its monitoring results to network-side. For two-sided model, we think that the follow-up decision would be better to be made by network side. The reason is that network can obtain model performance of multiple models, including the model currently in-use and other models used by other UEs. Also, network-side can observe the performance of the UEs using legacy CSI report. Through its overall observations and comparisons, network-side, such as gNB can make reliable decision on its follow-up actions, such as fall back or model switch. Comparatively, if the decision is to be made at UE side, UE needs to predict the performance of legacy method or the performance of using a new model. It would be difficult for a UE to detect and predict the performance of its standby model or legacy method. 

[bookmark: _Hlk118306557]Proposal 2: Regarding model performance monitoring, at least for eventual KPIs-based monitoring, study on NW-side performance monitoring (including the NW monitors the performance and makes decisions of model activation/ deactivation/updating/switching) should be prioritized.

In the case of using intermediate KPIs as monitoring metrics (e.g., SGCS), model performance observation would be more accurate and reliable than that obtained by using eventual KPI. But the challenge is how to obtain ground truth labels.

For network-side monitoring, the output of the CSI reconstruction part can be taken as the direct probe for model monitoring. Regarding the ground truth label, one option is to consider using SRS-based channel estimation in the case of TDD reciprocity channels. But since the pattern of SRS is different from CSI-RS, how to mitigate the difference between channel information obtained from SRS and the channel information obtained from CSI-RS need to be studied. The other option could be using high resolution CSI feedbacks from UE side, as what was agreed in 9.2.2.1, R16 Type II-like method with new parameter values, which guarantee a high resolution, can be studied.

Proposal 3: Regarding model performance monitoring, in the case of using intermediate KPIs as monitoring metrics, study the following monitoring methods and potential STD impacts on NW-side performance monitoring:
· Option-1: SRS-based monitoring
FFS: enhancement to mitigate the difference between channel information obtained from SRS and the channel information obtained from CSI-RS
· Option-2: High resolution CSI feedback-based monitoring, e.g., R16 Type II-like method with new parameter values
FFS: new parameter values 

For UE-side monitoring, the monitoring can be very simple if both the CSI generation part and CSI reconstruction part are available at UE side. If this is the case, CSI-RS-based SGCS can be obtained similar to calculating the intermediate KPI in simulations. Since the complexity and memory size of the CSI reconstruction part is quite large, hardware feasibility is the key challenge to this option. Another option could be that NW sends the output of CSI reconstruction part as the ground truth label to UE. Considering the challenge of channel aging, the label would be better to be transmitted via low latency signaling. Thus, signaling overhead would be a big challenge of this method.

[bookmark: _Hlk118306534]Proposal 4: Regarding model performance monitoring, in the case of UE-side monitoring where intermediate KPIs are used as monitoring metrics, study the following monitoring methods and the associated potential STD impacts:
· Option 1: CSI-RS-based monitoring, under the condition that both CSI generation part and CSI reconstruction part are deployed at the UE;
· Option 2: using labels from the output of CSI reconstruction part at NW

2.2 Follow-up mechanisms upon obtaining the monitoring results
When the performance of a model in use is not good enough, one option is to fall back to the codebook-based method. It is also reasonable to do model switch if a standby model with better performance is available. In the case that training over the air is supported, model update through finetuning or online training can also be regarded as an operation option. In the case of multiple options being available, how to select the optimal one among the options should be studied. 

The other challenge is how to decide whether the legacy codebook-based method is better than the AI-based method. Besides, how to switch back or re-start to the AI-based method is another challenge. In other words, the model monitoring mechanism in the fallback mode should be studied. In model switching, a similar challenge is how to judge whether the performance of the to-be-used model is better than the one in use. The model selection mechanism, including monitoring a standby model, should be studied.

[bookmark: _Hlk118306522]Proposal 5: Upon having monitoring results, the signaling and procedures on the follow-up mechanisms are suggested to be studied:
· Cross mode selection mechanism: including at least fall back, model switching, model finetuning.
· Mode switch mechanism: falling back from CSI compression to codebook-based method, switching back to CSI compression from codebook-based method.
· Monitoring mechanism for a standby model.

3. Training Collaborations
Both joint and separate training are of interest in the study of AI/ML model training collaborations at this stage [3]. According to the agreement of RAN1#110, three types of training collaborations are given for further study, including two types of joint training and one type of separate training. Joint training means that the generation model and reconstruction model should be trained in the same loop for forward and backward propagation. While in separate training, the UE-side CSI generation part and the network-side CSI reconstruction part are trained separately at UE side and network side, respectively [4]. For both cases, the partial model of a two-sided model at UE side should be jointly operated with its paired partial model at network side at the inference stage. Type-1 joint training can be done at a single node, e.g., UE-sided or Network-sided [5]. If the training is conducted at network side, the CSI generation part should be transferred to UE side after the completion of model training.  While if the training is conducted at UE side, the CSI reconstruction part should be transferred to network side after the completion of model training.  
There are at least two challenges in model transfer. One is the proprietary of the model, the other is the feasibility of the transferred model working with the modules in a modem (@UE or @gNB) without integrating tests and optimization.
Type-2 joint training is assumed to be done in the cross-node manner with gradient exchange for forward propagation and backward propagation [5]. The concerns on model proprietary are not a struggling issue as only gradient exchange between nodes is needed in the training. However, the concerns become the procedure of gradient exchange and iterations of backward/forward propagation. The potential huge amount of data exchange would make it difficult to be realized over the air. 
[bookmark: _Hlk118305624]Separate training is a more flexible way compared to joint training [5]. Concerns on model proprietary can be relieved totally since only the training dataset is exchanged between UE and network. A common understanding is that the dataset for training is usually large, and the concern also becomes the overhead issue. But we think it can be assumed that both CSI generation part and CSI reconstruction part have been well trained before being used in network commercially. Therefore, separate training applicable to real network is mainly finetuning-like model training and model update. In the companion paper from us [6], dataset with 1K samples for finetuning achieves the performance closed to retraining. On the other hand, the size of each training data can be significantly reduced with proper quantization approach, e.g. high resolution codebook (Rel-16 like codebook). In the companion paper from us [6], the size of each training data is reduced about 59 times by quantizing the eigenvectors to high resolution codebook with a similar SGCS performance.
[bookmark: _Hlk115460830]Proposal-6: In the CSI compression using two-sided model use case with three training collaboration types, study on sperate training is suggested to be prioritized, taken into consideration of the issue of model proprietary and the feasibility of the training procedure.
Proposal-7: In the CSI compression using two-sided model use case with training collaboration type 3, further study the dataset exchange and its potential specification impacts on:
· Dataset quantization method, including high resolution codebook quantization, e.g. Rel-16 type II-like method with new parameter values.
· Dataset transfer with air interface signaling
· Finetuning based model update 
4. Conclusions
Proposal 1: Study model monitoring based on data distribution for CSI compression, wherein only input-based data distribution model monitoring (UE-based monitoring) is suggested to be studied.

Proposal 2: Regarding model performance monitoring, at least for eventual KPIs-based monitoring, study on NW-side performance monitoring (including the NW monitors the performance and makes decisions of model activation/ deactivation/updating/switching) should be prioritized.

Proposal 3: Regarding model performance monitoring, in the case of using intermediate KPIs as monitoring metrics, study the following monitoring methods and potential STD impacts on NW-side performance monitoring:
· Option-1: SRS-based monitoring
FFS: enhancement to mitigate the difference between channel information obtained from SRS and the channel information obtained from CSI-RS
· Option-2: High resolution CSI feedback-based monitoring, e.g., R16 Type II-like method with new parameter values
FFS: new parameter values 
 
Proposal 4: Regarding model performance monitoring, in the case of UE-side monitoring where intermediate KPIs are used as monitoring metrics, study the following monitoring methods and the associated potential STD impacts:
· Option 1: CSI-RS-based monitoring, under the condition that both CSI generation part and CSI reconstruction part are deployed at the UE;
· Option 2: using labels from the output of CSI reconstruction part at NW

Proposal 5: Upon having monitoring results, the signaling and procedures on the follow-up mechanisms are suggested to be studied:
· Cross mode selection mechanism: including at least fall back, model switching, model finetuning.
· Mode switch mechanism: falling back from CSI compression to codebook-based method, switching back to CSI compression from codebook-based method.
· Monitoring mechanism for a standby model.

Proposal-6: In the CSI compression using two-sided model use case with three training collaboration types, study on sperate training is suggested to be prioritized, taken into consideration of the issue of model proprietary and the feasibility of the training procedure.

Proposal-7: In the CSI compression using two-sided model use case with training collaboration type 3, further study the dataset exchange and its potential specification impacts on:
· Dataset quantization method, including high resolution codebook quantization, e.g. Rel-16 type II-like method with new parameter values.
· Dataset transfer with air interface signaling.
· Finetuning based model update.
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