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Introduction

In 3GPP TSG RAN#94e meeting, a new SID was approved to study AI/ML technologies over air interface [1]. In addition, RAN1#110 has reached some progress on description of terminologies, life cycle management, and common KPIs. Furthermore, RAN1#110bis-e clarified the boundaries between different collaboration levels and some high-level frameworks for LCM-related procedures.
In this contribution, we provide our further views on the identified issues that should be further discussed for general aspects.

Model life cycle management (LCM)

Data collection

	Conclusion:

Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.

FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


Firstly, as discussed in RAN1#110bis over email, data collection may be done in a non-specified way or a specified way. To our understanding, it should be clarified that the non-specified way doesn’t mean no enhancement can be made on top of current specifications. It only implies that there are no dedicated configurations/procedures for measurement report in order to deliver collected data, which may be delivered transparently between 3GPP entity and non-3GPP entity (e.g., from gNB to OAM for UL measurement or from UE to private server for DL measurement). Therefore, enhancements for non-specified data collection may focus on RS transmissions required for data collection. In addition, the assistance information may be beneficial for model training, which may also be possible to interact between network and UE to facilitate model training in another side.

Observation 1: Data collection may be done in a non-specified way or a specified way. The non-specified way doesn’t mean no enhancement can be made on top of current specifications. It only implies that there are no dedicated configurations/procedures for measurement report in order to deliver collected data, which may be transparent between 3GPP entity and non-3GPP entity.
Both UE and network side may need to collect dataset in a specified way. For UE side data collection, UE may be required to conduct measurements based on configured reference signals. Then, the measurements may need to be reported to network side. As for network side data collection, UE has to support additional RS transmissions to facilitate measurements at network side. In general, those data collections fall into the category of online field data as defined in RAN1#109e. At least for supervised learning, reliable ground-truth training data and label are necessary to guarantee model performance. Current measurement types defined in specification may not be able to provide sufficient data quality for model training. Therefore, on the one hand, legacy measurements may need to be enhanced to increase its reliability, e.g., high resolution RSRP measurement and high accuracy channel information based on Type II codebook design. Meanwhile, new measurement types can also be studied per use case. For example, as discussed in CSI agenda, model input/output can either be eigenvectors or raw channels. This of course will lead to a lot of standardization efforts on how to define and report the new measurement types. Meanwhile, it’s inevitable that the overhead to transmit ground-truth training data and label will be very high. In that sense, Layer-3 measurement report can also be considered since data collection normally happens at off-peak time with large periodicity. Whether and how to support transmission of training data in Layer 3 can be studied by RAN2.

Observation 2: To define new measurement types for data collection, standardization efforts and report overhead are impacting factors to be considered.
Proposal 1: For purposes of data collection on online field data, further study:

Signaling enhancements on configurations of reference signals and measurement report;

Signaling enhancements to interact assistance information between UE side and network side;

Enhance existing measurements or define new measurement types to increase reliability of collected data.
In addition, offline field data collected by one side, can also be possible to be shared with other side for model training, model monitoring, and model update. As discussed in CSI agenda, Type 3 training method for two-sided model would require dataset delivery between UE side and network side. According to discussions in RAN1#110bis-e, dataset delivery can be either in a non-specified way or in 3GPP signaling over the air interface. The former one has no specification impacts but may require offline joint efforts across vendors. The latter one leads to some normative work to study new data format, overhead of dataset delivery, and signaling support.
Proposal 2: For dataset delivery between network side and UE side, further study:
Dataset delivery for model training, model monitoring, and model update;
Whether and how to support dataset delivery on 3GPP signaling over air interface.
Model training

In RAN1#110, model training collaborations for two-sided model have been agreed in agenda item 9.2.2.2 as below. 
	Agreement:

In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:

Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.

Type 2: Joint training of the two-sided model at network side and UE side, respectively.

Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW

Other collaboration types are not excluded. 


The general procedures, as agreed in RAN1#110bis-e for different training types, are shown in the following table:
	
	Start with network side
	Start with UE side

	Type 1
	Step 1:  Joint training of the two-sided model at network side

Step 2：CSI generation part and CSI reconstruction part of the two-sided model are delivered to UE and network respectively.
	Step 1:  Joint training of the two-sided model at UE side
Step 2：CSI generation part and CSI reconstruction part of the two-sided model are delivered to UE and network respectively.

	Type 2
	For each FP/BP loop,

Step 1: UE side generates the FP results (i.e., CSI feedback) based on the data sample(s), and sends the FP results to NW side

Step 2: NW side reconstructs the CSI based on FP results, trains the CSI reconstruction part, and generates the BP information (e.g., gradients), which are then sent to UE side

Step 3: UE side trains the CSI generation part based on the BP information from NW side

Note: the dataset between UE side and NW side is aligned.

	Type 3
	Step 1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly

Step 2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part

Step 3: UE side trains the UE side CSI generation part based on the received set of information
	Step 1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly

Step 2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part

Step 3: NW side trains the NW side CSI reconstruction part based on the received set of information


As we discussed in our companion contribution [4], there are different pros and cons on above training collaborations for a two-sided model. Further down-selection may be necessary after we have comprehensive understanding on the potential specification impacts and evaluation performances, which should wait for more progresses in AI 9.2.2.

Proposal 3: Further down-selection on training collaborations for a two-sided model is necessary after sufficient progresses have been made in AI 9.2.2 regarding the potential specification impacts and evaluation performances.

In RAN1#110bis-e, there were some discussions on whether to prioritize offline learning over online learning. Although we have agreed the definitions for offline learning and online training, it’s still not clear what are the major differences from specification perspectives. In our understanding, the training procedures are hard to be defined as it requires an iterative process involving data collection, model training, model validation, model delivery, and model deployment. Therefore, at least for network-side model, online/offline training is up to network implementation. For UE-side/part model, from specification perspective, the procedures for online training are transparent but the outcome of online training can be studied. That is, the online training can be discussed together with model update, and the outcome of online training would be that a model for inference at UE side is continuously updated.
Observation 3: Procedures for online training are hard to be defined as it requires an iterative process involving data collection, model training, model validation, model delivery, and model deployment, which may be transparent to specifications.

Proposal 4: For network-side model, online/offline training is up to network implementation. For UE-side/part model, the online training can be discussed together with model update depending on whether a model for inference at UE side is continuously updated.

Model transfer/delivery

	Agreement in RAN1#109e:
Take the following network-UE collaboration levels as one aspect for defining collaboration levels

1.
Level x: No collaboration

2.
Level y: Signaling-based collaboration without model transfer

3.
Level z: Signaling-based collaboration with model transfer

Note: Other aspects (e.g., with/without model updating, to support training/inference) for defining collaboration levels are not precluded and will be discussed in later meetings, 

FFS: Clarification is needed for Level x-y boundary 

Working Assumption in RAN1#110bis-e:
Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.

Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
Clarifying note: Level y includes cases without model delivery.

Agreement in RAN1#110bis-e:

Clarify Level x/y boundary as:

Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)




According to the agreement in RAN1#109e, collaboration levels are categorized from signaling and model transfer/delivery perspectives. In RAN1#110bis-e, the boundaries between collaboration level x/y/z were further clarified. To support model delivery, there are some issues need to be considered. Based on our analysis, depending on the entities involved to deliver AI/ML models, there could be three types of centralized model management as shown in Figure 1. Let’s take model delivery for UE-side/part model as an example:
Core network centered method: Model delivery via signaling between CN and NG-RAN
From model training perspective:

Model training at network side and the models are registered/stored at a CN node;
Model training at UE side and the models are registered/stored at a CN node.
From model format perspective:
Vendor-specific model format (e.g., run-time binary image);

Open model format (e.g., ONNX);

3GPP specified model format.

From signaling perspective:
Between gNB and CN: gNB may have to know the available models registered/stored at the CN node; gNB may send a request to the CN node to deliver a specific model to UE.
Between CN and UE: Model registration from UE side to CN node may need to be specified so that the CN node can store corresponding AI/ML models. Then, UE may send a request to the CN node to deliver a specific model. Finally, the CN node provides the model to UE (e.g., via NAS signaling). 
Between gNB and UE: gNB may provide model description information to UE about the available models stored at the CN node. 
gNB centered method: Model delivery via signaling between gNB and UE, which is analogous to core network centered method but without signaling interactions between gNB and CN.
Cloud centered method: Model delivery is transparent to specifications.
From a UE private server to UE: 
Only UE is accessible to the server to download AI/ML models. Therefore, the model registration to network side may be necessary to align some common understandings on the AI/ML models.

From a third-party server to UE: 
Both UE and network are accessible to the server to download AI/ML models, which may be similar to core network centered method but the model delivery is in user plane. The third-party server may be maintained by gNB vendor, network operator and UE vendor jointly. 

The models stored at the third-party server may have a global model ID that is recognizable by both UE side and network side.
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Figure 1. Three types of model delivery
There are different pros and cons for different types, which may lead to different levels of specification impacts in RAN1. Some model delivery mechanisms may also have impacts in RAN2/3, which can be discussed in dedicated TUs of corresponding working groups. To facilitate further evaluation in RAN1, we should at least make some assumptions on model delivery and identify potential specification impacts under the assumptions.

Proposal 5: To facilitate further evaluation in RAN1, at least consider the following options for model delivery:

Core network centered method: Model delivery via signaling between CN and NG-RAN;
gNB centered method: Model delivery via signaling between gNB and UE;
Cloud centered method: Model delivery is transparent to specifications.
In addition, one major issue to support model delivery is how to align model format across transmitting end and receiving end. According to previous meetings, two types of model format are under discussion:

Vendor-specific model format

Standardized model format
As recommended by FL over moderator summary, we provide our views on advantages and disadvantages for the two types of model format in the following table:
	
	Vendor-specific model format
	Standardized model format (open model format or 3GPP specified model format)

	Device efficiency
	Model design and compilation can be optimized for a specific device to reduce inference latency and power consumption.
	Customized model for a specific device may not be possible. Thus, the power consumption and inference latency would be high.

	Model update
	A group of models may need to be developed in order to timely switch the model to adapt the environment changes.
	Maybe more flexible to model update based on field data (e.g., collected by network side).

	Online training (or on-device training)
	Maybe hard to satisfy the latency requirement because of some offline mechanisms (e.g., data collection, model development).
	A personalized model considering current environment may be possible for an individual UE. However, it may consume a lot of time/power for on-device training.

	Storage and transmission
overhead
	The model may be stored inside or outside 3GPP network. The compiled format (e.g., runtime binary image) may generally save storage and transmission overhead.
	Storage and transmission overhead may be high for models without further compilation.

	Offline efforts
	Network vendor and UE vendor may need to have some offline coordination when the models are stored inside 3GPP network or in a third-party server.
	Model development and storage may be done internally by a single vendor without engagement from other vendors.

	Interoperability
	Vendor-specific model can be implemented right after the package is received.
	Standardized model format requires additional efforts convert the model into an executable form.

	Test-ability
	Network side cannot have the knowledge about the model performance before it has been deployed at UE side.
	Network side may be able to conduct some offline test on the model before it has been deployed at UE side.

	Proprietary information disclosure
	Model structure and parameters are not required to be exposed across vendors.
	Model structure and parameters are open to receiving end.

	Specification efforts
	No specification effort is foreseen regarding the model format.
	Discussions on how to reuse/tailor the open model format (e.g., ONNX); Discussions on how to define 3GPP specified model format.

	Common aspects
	Offline training: Both options should develop a model through offline training to have some performance guarantee.

Model management: Developed models may be assigned with model IDs for management.

Model monitoring: Due to limited model generalization capability, online monitoring of the model is necessary to fulfill performance requirements.


With above understandings, RAN1 may not be able to decide which option is better that other one. At least from forward compatibility point of view, standardized model format is open to embrace the rapid development of machine learning society. However, it may require continuous specification efforts to maintain the standardized model format so that it can adapt to various model designs and various platforms developed by companies. Therefore, it should be better to check with other working groups on the feasibility to support two types of model format.

Proposal 6: RAN1 should further discuss the pros and cons to support vendor-specific model format and standardized model format. Then, RAN1 should send LS to other working groups (e.g., RAN2/3 and SA2) about the feasibility to support different types of model format.

Model registration

	Agreement:
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations 

FFS: Detailed discussion of model ID with associated information and/or model functionality.

FFS: usage of model ID with associated information and/or model functionality-based LCM procedure

FFS: whether support of model ID

FFS: the detailed applicable AI/ML operations


In RAN1#110bis-e, we had some initial discussion on model registration. However, we cannot get consensus on the definition as companies have different understandings about the purpose for model registration. It’s agreed by most companies that model registration is generally for UE-side model or UE part model of a two-sided model. Whether network-side model should have registration procedures among network entities can be discussed by RAN2/3. From RAN1 perspective, model registration should focus on UE-side model or UE part model of a two-sided model on 3GPP signaling over air interface.

Observation 4: From RAN1 perspective, model registration should focus on UE-side model or UE part model of a two-sided model on 3GPP signaling over air interface. Whether network-side model should have registration procedures among network entities can be discussed by other working groups.
Based on above understanding, we should further study the scenarios and purposes to have model registration, which may really depend on the following factors:

Collaboration levels: 
At least for collaboration level x, the model inference operation at UE side is totally transparent to network side. It’s not necessary to have model registration.
For collaboration level y without model delivery, UE may pre-store/pre-deploy some models at hand. Network has no information about the models. Therefore, UE may disclose some model description information to network side.
For collaboration level y with model delivery, if UE downloads a model from either UE private server or a third- party server as discussed above. Network doesn’t know the existence of the model until UE decides to disclose some model description information to network side, which is important for RS and measurement configurations for AI based report. And ideally, network may assign a unique model ID to specific model at UE side. Then, the model ID can later on be used for model monitoring, model configuration, model activation/deactivation, and model switching.
For collaboration level z, as agreed in last meeting, it would require specification support on 3GPP signaling over the air interface. Therefore, UE-side or UE-part model is downloaded/delivered as configured by network. It’s natural that network has sufficient information about the model. No necessity to do model registration again.
Entities involved for model delivery
For core network centered and gNB centered method, model registration may happen before model delivery. For example, UE may request network to download a specific model from a third-party server. Or in other way, UE may download a model from a UE private server and UE would like to register/store the model at network side. Then, the model can be stored at network side and delivered to UE when necessary. 
For cloud centered method, it’s similar to the case for collaboration level y with model delivery.
UE-side model or UE part model of a two-sided model
Aside from the purposes mentioned above, model registration for UE part model can also serve an intention to inform network side about the corresponding network part model of the two-sided model should be paired.
Proposal 7: For further study model registration, at least consider following issues:
Model registration is targeted on RS/measurement report configurations, model monitoring, model configuration, model activation/deactivation, and model switching

From collaboration level perspective, model registration should focus on collaboration level y and exclude collaboration level x and z.

From entities involved for model delivery perspective, model registration may happen before model delivery when using core network centered and gNB centered method.

Model registration for UE part model can also serve an intention to inform network side about the corresponding network part model of the two-sided model should be paired.

Model inference operation

Model inference operation happens after model training, model transfer (if applicable), and model deployment. To our understanding, model inference should focus on data required for model input, report feedback based on the model output, and the inference latency. The model input may have specification impacts on reference signal configurations and assistance information delivery. For model output, its specification impacts mainly include quantization methods, measurement report format/UCI mapping order, and the priority for contents included in the measurement report. For inference latency, it’s related to UE processing capability on the model, which may have impact on the determination of CSI reference resource and time offset between activation command and physical channel with measurement report included.
Proposal 8: For model inference operation, further study

Data required for model input, e.g., reference signal configurations and assistance information delivery

Report feedback based on the model output, e.g., quantization methods, UCI mapping order and priority
Inference latency, e.g., the relationship between inference latency and CSI reference resource
Model monitoring

	Agreement:
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).

FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
Agreement:
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
Monitoring based on inference accuracy, including metrics related to intermediate KPIs

Monitoring based on system performance, including metrics related to system peformance KPIs

Other monitoring solutions, at least following 2 options.

Monitoring based on data distribution

Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or SNR, delay spread, etc.

Output-based: e.g., drift detection of output data

Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE
 Agreement:
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance

Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)

Overhead (e.g., signaling overhead associated with model monitoring)

Complexity (e.g., computation and memory cost for model monitoring)

Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)

FFS: Power consumption

Other KPIs are not precluded.

Note: Relevant KPIs may vary across different model monitoring approaches.

FFS: Discussion of KPIs for other LCM procedures


According to above agreements in RAN1#110bis-e, the purposes, metrics and KPIs for monitoring are clarified. However, it’s still not clear about how model monitoring will actually impact current specifications. At least for UE-side/part model, in our understanding, it can be categorized into three options depending on which side the model monitoring metrics are calculated and whether the model monitoring metrics should be reported:

UE based model monitoring: model monitoring metrics are calculated by UE, and the model monitoring metrics are not reported to network side.
Network based model monitoring: model monitoring metrics are calculated by network (with/without the potential to inform UE about the model monitoring metrics).
Hybrid model monitoring: monitoring metrics are calculated by UE, then the model monitoring metrics are reported to network side.

	Agreement:
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:

Decision by the network 

Network-initiated

UE-initiated, requested to the network

Decision by the UE

Event-triggered as configured by the network, UE’s decision is reported to network

UE-autonomous, UE’s decision is reported to the network

UE-autonomous, UE’s decision is not reported to the network

FFS: for network sided models

FFS: other mechanisms


For UE based model monitoring, based on the model monitoring metrics, UE may either request a new model configured by network or proceed with follow-up action(s) including model selection, activation, deactivation, switching, and fallback to traditional methods, which may be done by UE autonomously. As for network-based model monitoring, both ground-truth label and AI/ML based measurement results may need to be reported by UE for network to calculate monitoring metrics. It would be natural that network may further decide to proceed with follow-up action(s) including model selection, activation, deactivation, switching, and fallback. Finally, hybrid model monitoring may require new type of measurement and report procedures for model monitoring metrics. Furthermore, the discussion for model monitoring and the decision for model selection/activation/deactivation/switching/fallback should be decoupled. Whether and how to do the follow-up decision can be discussed separately.
Proposal 9: For UE-side/part model, depending on which side the model monitoring metrics are calculated and whether the model monitoring metrics should be reported, further study following options:
UE based model monitoring: model monitoring metrics are calculated by UE, and the model monitoring metrics are not reported to network side.
Network based model monitoring: model monitoring metrics are calculated by network (with/without the potential to inform UE about the model monitoring metrics).
Hybrid model monitoring: monitoring metrics are calculated by UE, then the model monitoring metrics are reported to network side.

Note: Model selection/activation/deactivation/switching/fallback can be discussed separately from model monitoring.

Model update

According to discussions in previous meetings, most companies think that model update should include two cases:

Case 1: only update model parameters without changing model structure
Case 2: update both model parameters and model structure
For Case 1, it’s clear that the procedures of model deployment and model inference operation may be similar to the legacy model. However, for Case 2, the procedures of model deployment and model inference operation are different from the legacy model to a great extent. Therefore, the updated model is literally a new model. For example, a new model identifier may need to be assigned so that model registration should be initialized again. 

Observation 5: The study on model update includes model-parameter-only update without changing model structure. If both model parameters and model structure have been changed, the updated model is literally a new model.
Furthermore, as discussed in model training section, the online training can be discussed together with model update, and the outcome of online training would be that a model for inference at UE side is continuously updated. Therefore, for potential specification impacts on model update, it should concentrate on the interruption mechanism to the legacy model by deploying an update model.

UE capabilities

Compared to conventional fixed UE capability report, AI based method may need to study dynamic UE capability report. Due to high complexity in computation and storage, UE may report its temporary UE capability based on its hardware utilization at the moment. In another aspect, when UE downloads an AI/ML model that is not controlled by gNB in sometimes, it may not be possible to disclose UE capability once UE enters RRC connected state. Furthermore, the rapid development of AI/ML technologies makes it very hard to use a fixed UE capability to describe all models.

In addition, possible conflicts between conventional method and AI based method should also be considered. In some cases, the concurrent usage of the two methods should be possible. However, some kind of priority may need to be discussed. In an extreme case, when the AI based method cannot guarantee its performance, conventional method should at least has a higher priority than AI based method.

Finally, all the LCM-related procedures may need to have different requirements on UE capabilities. However, given that the framework for each procedure is not clear for now. It’s better to defer the discussion on this aspect. Besides, UE capabilities are highly related to different use cases. Therefore, it may be better to further study LCM-related UE capabilities per use case.
Proposal 10: Further study UE capability to support AI/ML model, at least consider:

New UE capability mechanism in addition to conventional fixed UE capability report

Concurrent UE capability for conventional method and AI based method;
Proposal 11: Discussions on LCM-related UE capabilities can be postponed and studied per use case basis.
Conclusions

In this contribution, we provide our further views on the identified issues for general aspects of common AI/ML framework. We have the following observations and proposals:

Observation 1: Data collection may be done in a non-specified way or a specified way. Non-specified way doesn’t mean no enhancements can be made on top of current specifications. It only implies that there are no dedicated configurations/procedures for measurement report in order to deliver collected data, which may be transparent between 3GPP entity and non-3GPP entity.
Observation 2: To define new measurement types for data collection, standardization efforts and report overhead are impacting factors to be considered.
Proposal 1: For purposes of data collection on online field data, further study:

Signaling enhancements on configurations of reference signals and measurement report;

Signaling enhancements to interact assistance information between UE side and network side;

Enhance existing measurements or define new measurement types to increase reliability of collected data.
Proposal 2: For dataset delivery between network side and UE side, further study:
Dataset delivery for model training, model monitoring and model update;
Whether and how to support dataset delivery on 3GPP signaling over air interface.
Proposal 3: Further down-selection on training collaborations for a two-sided model is necessary after sufficient progresses have been made in AI 9.2.2 regarding the potential specification impacts and evaluation performances.

Observation 3: Procedures for online training are hard to be defined as it requires an iterative process involving data collection, model training, model validation, model delivery and model deployment, which may be transparent to specifications.

Proposal 4: For network-side model, online/offline training is up to network implementation. For UE-side/part model, the online training can be discussed together with model update depending on whether a model for inference at UE side is continuously updated.

Proposal 5: To facilitate further evaluation in RAN1, at least consider the following options for model delivery:

Core network centered method: Model delivery via signaling between CN and NG-RAN;
gNB centered method: Model delivery via signaling between gNB and UE;
Cloud centered method: Model delivery is transparent to specifications.
Proposal 6: RAN1 should further discuss the pros and cons to support vendor-specific model format and standardized model format. Then, RAN1 should send LS to other working groups (e.g., RAN2/3 and SA2) about the feasibility to support different types of model format.
Observation 4: From RAN1 perspective, model registration should focus on UE-side model or UE part model of a two-sided model on 3GPP signaling over air interface. Whether network-side model should have registration procedures among network entities can be discussed by other working groups.
Proposal 7: For further study model registration, at least consider following issues:
Model registration is targeted on RS/measurement report configurations, model monitoring, model configuration, model activation/deactivation and model switching

From collaboration level perspective, model registration should focus on collaboration level y and exclude collaboration level x and z.

From entities involved for model delivery perspective, model registration may happen before model delivery when using core network centered and gNB centered method.

Model registration for UE part model can also serve an intention to inform network side about the corresponding network part model of the two-sided model should be paired.

Proposal 8: For model inference operation, further study

Data required for model input, e.g., reference signal configurations and assistance information delivery

Report feedback based on the model output, e.g., quantization methods, UCI mapping order and priority
Inference latency, e.g., the relationship between inference latency and CSI reference resource
Proposal 9: For UE-side/part model, depending on which side the model monitoring metrics are calculated and whether the model monitoring metrics should be reported, further study following options:
UE based model monitoring: model monitoring metrics are calculated by UE, then the model monitoring metrics are not reported to network side.
Network based model monitoring: model monitoring metrics are calculated by network (with/without the potential to inform UE about the model monitoring metrics).
Hybrid model monitoring: monitoring metrics are calculated by UE, then the model monitoring metrics are reported to network side.

Note: Model selection/activation/deactivation/switching/fallback can be discussed separately from model monitoring.

Observation 5: The study on model update includes model-parameter-only update without changing model structure. If both model parameters and model structure have been changed, the updated model is literally a new model.
Proposal 10: Further study UE capability to support AI/ML model, at least consider:

New UE capability mechanism in addition to conventional fixed UE capability report

Concurrent UE capability for conventional method and AI based method;
Proposal 11: Discussions on LCM-related UE capabilities can be postponed or studied per use case basis.
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