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[bookmark: OLE_LINK13][bookmark: OLE_LINK14]In RAN1 #110b-e, following agreements were made towards other aspects on AI/ML for CSI feedback enhancement [1]:
	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· [bookmark: _Hlk117602193]Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection

Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE





[bookmark: _Hlk101456511][bookmark: _Hlk101456725]Finalize representative sub use cases for CSI feedback enhancement
Given the fact that CSI compression in spatial and frequency domain has been approved as one of the representative sub use cases in CSI feedback enhancement [1, 2], we believe that CSI prediction is the next important sub use case to improve the overall system level performance.
CSI prediction
In the last meeting, the joint CSI prediction and CSI compression, CSI accuracy enhancement based on traditional codebook design and temporal-spatial-frequency domain CSI compression are agreed to NOT selected as one representative sub-use case for CSI feedback enhancement use case. The only remaining potential sub-use case is CSI prediction and most of companies support it to be a representative sub-use case.
For CSI prediction, there are some concerns as well, mainly on EVM, relation with R18 MIMO, gain (including the baseline), workload and spec impact. In the following, we concluded our view on these concerns:  
· EVM: Major EVM of CSI prediction has been captured as conclusion in RAN1 110 and 110-bis, including UE distribution, UE mobility, spatial consistency modelling, intermediate KPI calculation for the predicted instances, the candidate input types of the model, and the report of observation window/prediction window.
· Relation with R18 MIMO: The CSI prediction in R18 MIMO is dedicated for R18 CSI codebook while the AI-based CSI prediction is an independent module which can be sequentially combined with arbitrary compression (e.g., AI-based compression and R15, R16, R17, R18 codebook-based compressions). The work in R18 MIMO concentrates on the enhancement of RS, CSI report timeline and codebook design. Differently, the focus of AI-based CSI prediction is mainly on the generalization aspects and LCM, e.g., the monitoring process, the finetuning (and online learning) process, and so on. 
· Gain: As shown in our companion contribution with the evaluation analysis [x], the AI-based CSI prediction outperforms both the nearest-historical CSI based scheme and auto regression (AR)-based non-AI CSI prediction. Similar observations are also derived by other companies’ contributions. Some companies raised concerns on the baseline and want to wait for the outcome of R18 MIMO. However, the work in R18 MIMO will not specify one prediction algorithm as a baseline. Therefore, even we wait for the process of R18 MIMO, they will not provide us any agreed-on non-AI algorithm as a baseline. Therefore, as stated several times by different companies, we do not want to wait for the outcome of Rel-18 MIMO study as a baseline. Nearest-historical CSI based scheme, Auto-regressive, Kalman filter, linear combination and any other solutions could be chosen as the baseline, which can be reported by companies.
· Workload: Workload for CSI prediction is mainly on the LCM (e.g., the monitoring process, the finetuning (and online learning) process, activation/deactivation, configuration, switching) while the corresponding CSI-RS configurations, codebook, CSI report timeline and gNB-UE alignment can follow up what we agreed in Rel-18 MIMO. Furthermore, the LCM of CSI prediction can partially reuse what we discussed in CSI-compression or refer to the outcome of AI-based beam prediction. Therefore, we believe the workload of CSI prediction is minor.
· Spec impact: CSI prediction is a one-sided model so that the spec impact will be minor only including some signalling for LCM.
In conclusion, AI-based CSI prediction can bring significant gains but with minor workload and spec effort. Therefore, the AI-based CSI prediction should be selected as one representative sub-use case for CSI feedback enhancement use case.
Proposal 1: The AI-based CSI prediction is a solution can bring significant gains but with minor workload and spec effort. Thus, the AI-based CSI prediction should be selected as one representative sub-use case for CSI feedback enhancement use case.

Potential specification impact
CSI compression with two-sided models
Model performance monitoring for CSI compression
In last meeting, agreements related to model performance monitoring have been made both in 9.2.1[2] and 9.2.2.2. Therefore, we would like to discuss performance monitoring for CSI compression models in details under the guidance of following agreements:
	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
· Monitoring based on inference accuracy, including metrics related to intermediate KPIs
· Monitoring based on system performance, including metrics related to system performance KPIs
· Other monitoring solutions, at least following 2 options.
· Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
· Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures



Basically, four categories of monitoring methods have been given, including 1) Monitoring based on inference accuracy, i.e., intermediate KPIs as monitoring metrics (e.g., SGCS); 2) Monitoring based on system performance, i.e., eventual KPIs as monitoring metrics (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK); 3) Legacy CSI based monitoring: schemes using additional legacy CSI reporting, which seems dedicated for CSI compression and not mentioned in 9.2.1 agreement; 4) Other monitoring solutions, at least including (input and/or output) data distribution based monitoring or applicable condition based monitoring. We will discuss the above options item by item.
1) Monitoring based on inference accuracy: For CSI compression, it has been agreed in 9.2.2.1 that SGCS between reconstructed CSI and target CSI would serve as one of the basic KPIs for model inference accuracy, which means that directly measuring SGCS could be a baseline monitoring method. Note that other intermediate performance KPIs for CSI compression are not precluded. Once some other KPIs are agreed to be optional choices, they are also able to replace SGCS in performance monitoring for CSI compression. 
However, it is not that convenient for NW or UE to compute the intermediate KPIs such as SGCS in CSI compression. For UE side computation, label data is usually available but the inference result is missing since CSI reconstruction part may not be available at UE side in some training collaborations, such as type1 with models trained at NW side, type2, and type3 with NW side first training. For NW side computation, inference result is usually available based on regular or potentially event-triggered CSI feedback, but label data is always missing. Therefore, basic solutions to enable the computation of intermediate KPIs at single side include: 1) additional feedback of high accuracy CSI measurements from UE to NW to serve as the labels of intermediate KPIs; 2) sending the reconstructed CSI from NW to UEs to serve the inference result for intermediate KPIs. For the above two choices, we believe the former one is more practical when NW makes monitoring decisions because it only involves one reporting procedure over the air while the latter one involves at least two procedures over the air (one for sending the reconstruction CSI and one for reporting the computed KPIs). Correspondingly, when UE makes decisions, the latter one is better for similar reasons. Further details such as the method, format, and overhead of feedbacking high accuracy CSI measurements (e.g., whether using (enhanced) legacy codebook) will need more discussions and evaluations. 
Proposal 2: [bookmark: _GoBack]Study method, format, and overhead of reporting high accuracy CSI measurements from UE to network for performance monitoring in CSI compression.
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Fig. 1. SGCS Comparison between proxy model result and original model result on 100 test samples.
In addition to sharing CSI data between NW and UE, we propose another framework for intermediate KPI based performance monitoring for CSI compression, which relies on a special kind of “proxy” models. Proxy models are trained to mimic the actual models (e.g., the actual CSI reconstruction model) but with much simpler structure and fewer parameters such as one or two small fully-connected layers. Therefore, the transferring of proxy models is much easier with less concerns on overhead, model proprietary, and model compatibility issues. As proxy models are much simpler than the actual models, it is challenging for them to achieve the performance of the actual models, which, however, does not affect performance monitoring based on them, since we can project the performance of proxy models back to the actual ones. For example, we can train a proxy model to achieve a “drifting” SGCS of the actual one. By “drifting”, we mean that the gap between SGCS of proxy model and actual model remains constant over all samples. In Fig. 1, we plot the results on 100 CSI samples, where the curve for proxy model result can be seen as a drifted version for the actual model. Based on the proxy model presented in Fig. 1, we can infer the SGCS performance for the actual model by simply adding a constant bias on the SGCS for proxy model, which enables the computation of intermediate KPI at UE side without disclosing the actual CSI reconstruction model. We believe that the most promising advantage of performance monitoring via proxy models is to reduce overhead of sharing CSI over the air, as the dimension of intermediate KPIs is very small and proxy models are simpler and not needed to be shared or updated very frequently. Therefore, we propose to study the feasibility and potential specification impacts of performance monitoring based on proxy models for CSI compression. 
Proposal 3: Study the feasibility and potential specification impacts of performance monitoring based on proxy models for CSI compression.

2) Monitoring based on system performance: System performance KPIs can also be used to monitor the performance of CSI compression models. Typical system performance KPIs include throughput, BLER, hypothetical BLER, NACK/ACK, etc. Conventionally, throughput and BLER are calculated at NW side, while NACK/ACK is determined after CRC at UE side and will be reported to NW. By monitoring instantaneous or averaged system performance KPIs and comparing them with historical results, NW or UE could infer whether the current AI/ML model is outdated or not, which could avoid the overhead of sharing CSI measurements or any models. 
However, compared with intermediate KPIs, system performance KPIs are usually affected by more factors, such as user distribution, inter-cell interference, scheduling strategies, etc., indicating that it is more difficult to judge whether an observed system performance degradation is caused by an outdated CSI compression model or some other reasons. In addition, fluctuations of system performance KPIs are usually severer than those for intermediate KPIs due to various time-varying factors. Therefore, a longer time window is usually considered to guarantee a stable result, which may increase the latency of such kind of monitoring methods.
Observation 1: Using system KPIs for performance monitoring in CSI compression might have difficulties in judging whether an observed system performance degradation is caused by an outdated CSI compression model or some other reasons.
Proposal 4: Deprioritize the study of performance monitoring based on system KPIs such as throughput and BLER.

3) Legacy CSI based monitoring: In last meeting, it is proposed to study legacy CSI based monitoring in CSI compression, which could refer to any schemes that use legacy CSI (e.g., e-type II) to perform the monitoring. To our understanding, legacy CSI reporting can be triggered to serve as a baseline when comparing the performance gain of AI/ML models over conventional codebooks. To this end, it is more likely to be some kind of assistance information for other monitoring methods such as intermediate KPI based monitoring. We would like companies to report more use cases where legacy CSI based monitoring will be triggered to progress the related discussion.
Proposal 5: Clarify the relations of legacy CSI based monitoring and intermediate KPI based monitoring in CSI compression on whether the legacy CSI is used to report measured CSI from UE side and SGCS is further calculated based on the reported legacy CSI

4) Other monitoring solutions: In last meeting, two categories of “other monitoring solutions” were identified, i.e., monitoring based on data distribution and monitoring based on applicable conditions. To our understanding, there are some common principles shared by these two kinds of methods, i.e., data distribution is treated as one example of applicable conditions in monitoring based on data distribution. Take the input (distribution) based monitoring as an example. During training phase, each trained model will be assigned with an applicable input distribution according to its training dataset. The applicable input distribution for CSI compression may be quantitatively described by a series of measurable variables, e.g., the range of delay spread, the range of angular spread, sparsity levels in channel, etc. After that, we can compute a hard or soft index indicating how a coming CSI measurement suits the input for current model. Once there are too many input samples not suitable for the current model, a performance degradation can be foreseen. More advanced drifting detection on data distribution can be considered to improve the accuracy of the above monitoring methods. Besides, we think that monitoring input distribution at UE side seems to be a more practical solution., and we haven’t seen any feasible methods of monitoring output distribution in CSI compression. For applicable condition-based monitoring, while the monitoring procedure is quite similar to that of distribution-based monitoring, there are more choices except data distribution for judging whether a model is workable, such as cell/zone IDs, indoor/outdoor environment, etc. Since more assistance information is required for this kind of performance monitoring, some extra specification enhancements might be needed. 
For CSI compression, one of the most attractive advantages of monitoring based on data distribution and applicable conditions is the convenience in computing monitoring results, e.g., drifting detection on input data distribution does not require sharing data/models between NW and UE or calculating system level KPIs over a long time-window. However, the cost comes from two aspects: 1) overhead in describing applicable conditions for models; 2) monitoring accuracy could be sacrificed as a drifting in applicable condition does not necessarily lead to a model performance degradation. In other words, monitoring based on applicable conditions may cause false alarms. Therefore, we believe that the feasibility of monitoring based on data distribution and applicable conditions should be further evaluated and discussed.
Last but not least, we believe that performance monitoring methods could be jointly designed with model selection/switching/updating methods to improve the effectiveness of models. For example, if we consider zone ID-specific models, it is natural to monitor the performance via UE’s current zone ID. However, if we consider using a generic model for indoor and outdoor scenario, the meaning of monitoring via indoor/outdoor detection is not obvious. 
Proposal 6: Monitoring based on data distribution can be viewed as a special case of monitoring based on applicable condition.
Proposal 7: Study the accuracy and relevance of monitoring based on data distribution and applicable condition.
Proposal 8: Jointly consider the design of performance monitoring methods and development of scenario-/configuration-/site-specific models in CSI compression.

Relations of the listed monitoring methods: From the above analysis, we could see that monitoring based on inference accuracy of the actual model (through intermediate KPIs) is the most reliable method to reflect the true performance of models, which is also termed as “direct performance monitoring”. Other indirect monitoring methods, such as monitoring based on system performance KPIs, proxy models, applicable conditions, etc., though could reflect the performance of true model to a certain degree, are still faced with concerns of monitoring accuracy and relevance. From our view, it is risky to make decisions solely based on the results of an indirect performance monitoring method whose accuracy and relevance are not fully studied. Maybe another direct monitoring procedure can be triggered after some degradation or abnormality is detected by indirect monitoring methods. 
To this end, it is important to evaluate the accuracy of specific monitoring methods during this SI, which has not been discussed yet in 9.2.2.1. We propose to discuss the (CSI compression specific) evaluation methodology for performance monitoring methods, including the aspects mentioned in agreements from 9.2.1, i.e., 1) Accuracy and relevance; 2) Overhead; 3) Complexity; 4) Latency. More detailed discussions on the evaluation methodology for performance monitoring are provided in our companion contribution [3].
Proposal 9: Study the evaluation methodology for performance monitoring methods in CSI compression, where following factors should be considered: 1) Accuracy and relevance; 2) Overhead; 3) Complexity; 4) Latency.

Model ID, and Model selection, switching/activation/deactivation, fallback mechanism for CSI compression
	Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


Agreements on model ID and model selection/switching/activation/deactivation/fallback were made in 9.2.1 in last meeting, which could be a guidance for the LCM discussion in CSI compression. To our understanding, there are still much open issues towards model ID and model selection/switching/activation/deactivation/fallback in 9.2.1. Therefore, we prefer to focus the discussion of the above issues on CSI compression specific challenges in this meeting in 9.2.2.2.
First of all, two options were provided in 9.2.1 for further discussions of LCM procedures for each use case, i.e., model ID based LCM or model functionality-based LCM. From the perspective of CSI compression, we believe that an explicit model ID is still necessary for model management. The main reason is that much information of models (e.g., performance of models, results of model selection, etc.) will be shared between NW and UE for model selection/switching in CSI compression, and it is convenient to associate the such information with the corresponding model ID to indicate the mapping relations, which, however, is not easy for model functionality-based LCM. 
Proposal 10: Study model ID based LCM procedure for CSI compression with two-sided models.
Then we would like to discuss model selection, switching/activation/deactivation, and fallback in CSI compression. It should be pointed out firstly that an official definition of model selection has not been decided yet in 9.2.1, which could incur misunderstanding in the boundary of model selection, switching, and fallback. To our understanding, model selection refers to the procedure of deciding one or multiple models that could be used in the following inference stage from the candidate model list, where the candidate models can be either for the same or different functionality. A general procedure for model selection in CSI compression consists of following steps: 
1) triggering by event or performance monitoring; 
2) monitoring performance on candidate model list; 
3) making decisions based on performance monitoring results. 
For the first step, we think that a model selection procedure can be triggered in the following cases: i) any performance degradation observed for the undergoing model during regular performance monitoring; ii) significant changes in UEs’ wireless environment due to mobility, handover, or other reasons; iii) unsatisfying performance of legacy CSI feedback over a long time-window. Specifically, it can be a consensus that performance degradation will trigger a model selection procedure to check whether there are better models for the current situation, and it is likely that significant changes in UE’s environments usually indicate a potential performance degradation for the undergoing model. Besides, we believe that an unsatisfying performance of legacy CSI feedback can also trigger a model selection procedure to switch from legacy mechanism to AI/ML based solutions to achieve better system performance. After being triggered, the main procedure of model selection is to launch multiple performance monitoring procedures for each candidate on the model selection list. Since candidate models are not used during regular inference stage, additional reference signals and/or CSI reports should also be configured to calculate the intermediate KPIs or other metrics. For multiple candidate models, it is important to correctly map the result of performance monitoring to the pair of CSI generation and reconstruction model. A convenient method is to assign a public and dedicated model ID for each pair of CSI generation and reconstruction model, onto which the monitoring results can be padded. Finally, a model selection decision could be made based on the collected performance results at NW, UE or a third-party entity. Generally, it is better to leave such decision to NW side, as NW can select the models based on more inter- and intra-cell information to achieve better system performance. Note that as two-sided models are considered for CSI compression, it is necessary to share the result of model selection between NW and UE to align their models. The methods of sharing model selection results depend on the format and details of model ID in CSI compression. 
Proposal 11: Study mechanisms for the two sides to jointly select a model among multiple candidate models, including:
· Triggering conditions
· How to conduct multi-model performance monitoring for purpose of model selection
· Sharing of model selection results between NW and UE in CSI compression, where model ID based solution can be considered as a starting point.

Fallback mechanism in CSI compression is similar to model switching in that they are both triggered by the results of model selection, i.e., we believe that a “failure” in model selection will trigger a fallback procedure. To our understanding, once the decision on fallback has been aligned between NW and UE, there is no significant difference in the fallback procedure itself for one-sided and two-sided models.
 For model switching/activation/deactivation, our view is that they should be based on the decision of model selection (i.e., triggering by model selection) and there is no significant difference between how model switching will be done in CSI compression and other use cases with one-sided models if ID based model management is used also for one-sided case.  
Proposal 12: Study the potential specification impact of triggering conditions for Model selection, switching/activation/deactivation, fallback. 
Proposal 13: For ID based model management, study the following options for signaling design for model switching/activation/deactivation among multiple models: RRC-based, MAC CE-based, DCI-based.

Training collaborations and development for a set of specific models
	Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.



As provided above, agreements towards scenario-/configuration-specific and site-specific models were made in last meeting. We believe that the development and specification impact of a set of specific models are closely related to the considered training collaboration types. Therefore, we combine the discussion of training collaborations and development of a set of specific models together in this subsection.
1) Training collaboration type 1
In training collaboration type 1, CSI generation part and CSI reconstruction part will be jointly designed and trained at a single entity based on either own collected data (e.g., at UE side) or reported data (e.g., at network side). Given the advantages on computation capability and storage at gNB side, joint training at network will become the dominant choice. The training procedure itself does not have any explicit specification impacts, but the parts of the trained model need to be sent to the other side for model inference, which could be termed as model transfer.
From our view, there are two main options for model transfer: i) Option 0: sending updated parameters and does not change the AI/ML model structure, which has already been supported by nowadays typical chipset implementations; ii) Option 1: sending AI/ML model parameter and structure information, which may require recompilation of the model depending on how much the model structure is changed. No matter what option is considered, a model transfer format language is required to depict the detailed information of the model, e.g., the structures and weights.
Towards the model transfer format issue, there are three possible solutions: i) defining a model transfer format by 3GPP; ii) using an available open-source model format (e.g., ONNX); iii) leaving the model transfer format to be negotiable between UE and network.  Solution 1 best suits the needs of 3GPP, but the required efforts are high; Solution 2 requires less efforts, but has potential risks in open source policy; Solution 3 is more flexible, but negotiation means additional overhead. From a lone-term view, we believe that more discussions and evaluations are needed towards model transfer format.
Model update in training collaboration 1: Model updating is an effective method to quickly tune the outdated model to the current environments/sites. For training collaboration 1, while the detailed algorithm for model updating is very likely to be left to implementation, the delivering/deploying procedure of updated model may have some potential specification impacts. The most common way for model updating is transferring the updated model (weights) to the target entity via model transfer. Some enhancements can be done to further save the overhead of model updating, such as reusing some weights or quantization methods in models.
Development of scenario-/configuration-/site-specific models in training collaboration 1: Training collaboration type 1 with model transfer provides the highest model flexibility in developing and deploying scenario-/configuration-/site-specific models among all three collaboration types, i.e., network could flexibly select and transfer one or several models that most suits the current situation/configuration for specific UE. The transferred models do not need to generalize very well across various scenarios/configurations. In fact, they only need to be adapted to the current scenario/configuration. Such model flexibility could introduce an “overfitting” gain, i.e., scenario/configuration specific model usually performs better than those generalizing well across multiple scenario/configurations. Furthermore, it has been initially verified by our evaluations that such “overfitting” gain does not rely on complicated model structures, i.e., only a simple one-layer MLP is enough to achieve obvious performance gain. For more details and evaluation results, please see our companion contribution [3, 4]. However, there are still concerns for collaboration type 1, of which the most mentioned one is the model proprietary issue, i.e., when transferring a model between entities from different vendors, it is inevitable that the detailed model information will be disclosed. Nevertheless, we believe that the concerns on model proprietary mainly focus on complicated models. For simple model such as fully connected MLP, such a concern on model proprietary becomes much less.
Observation 2: Trivial model (such as fully connected MLP) is enough to provide satisfying performance for specific scenarios/configurations, of which the model transfer overhead and model complexity is very low and model proprietaries and interoperability issues does not exist.

2) Training collaboration type 2
In training collaboration type 2, CSI generation part and CSI reconstruction part will be separately designed and jointly trained at network and UE. The training procedure is enabled by exchanging essential information over-the-air. From our view, the interaction information required in collaboration type 2 include forward-propagation information, backward-propagation information (gradients), label data, etc. Note that it is not necessary to fully align the model structure of CSI generation part at UE and CSI reconstruction part at network. Namely, it is possible to train a model with different backbone structures at UE and network (e.g., an MLP CSI generation part at UE to a Transformer CSI reconstruction part at network) to a reasonable performance in training collaboration type 2.
From the perspective of model performance, models trained through collaboration type 2 could achieve those of models trained through collaboration type1 if models are fully trained in enough epochs. For the generalization issue, as the CSI generation and reconstruction parts are distributed on different entities but jointly trained, both sides (network and UE) must maintain the same number of models for various scenarios/configurations, which could be a heavy burden for UEs with limited storage room. Although there are techniques to train a common CSI generation part to multiple CSI reconstruction part to reduce the number of required models at UE, multiple CSI generation parts are still needed. In addition, because the CSI generation and reconstruction parts are designed separately at network and UE, model proprietary could be mostly kept within network and UE. However, the concerns for collaboration type 2 are also obvious: the over-the-air overhead for joint training is usually high as there are too many iterations in one complete training procedure (especially for training from scratch). 
Model update in training collaboration 2: For collaboration type2, model updating can be done in a single-sided manner or a two-sided manner. By single-sided model updating, we mean the updating of either CSI generation or reconstruction model based on local data, which could be transparent to the other side. Single-sided model updating does not incur any additional overhead in the air, but the performance of updating is unclear. For two-sided model updating where CSI generation and reconstruction part are updated simultaneously, another training procedure (with potentially less time and data) will be triggered, which may provide satisfying performance. However, as the procedure of exchanging forward- and backward-information is complicated, there could concerns on the latency and overhead of two-sided model updating.
Development of scenario-/configuration-/site-specific models in training collaboration 2: To develop scenario-/configuration-/site-specific models in training collaboration type2, data from various scenarios/configurations/sites should be collected and labelled in advance, based on which multiple models could be trained over the air. As multiple models have to be kept at NW and UE respectively, there could be concerns on whether the storage room at UE side is enough for scenario-/configuration-/site-specific models. In addition, it is not easy to leverage the newly-acquired data to develop new scenario-/configuration-/site-specific models or update the outdated ones as another training procedure has to be triggered (We have not seen any good solutions for single-sided model updating). Therefore, we believe that the development of scenario-/configuration-/site-specific models in training collaboration 2 is more difficult than collaboration 1 due to the additional overhead and latency.
3) Training collaboration type 3
In training collaboration type 3, CSI generation part and CSI reconstruction part will be separately designed and trained at network and UE. The major challenge for separate training is how to guarantee the separately trained CSI generation and reconstruction part could match each other. The most reported approaches by companies to enable separate training is to share model input and output data to the other side. For more detailed illustration of separate training, please refer to our companion contributions [3, 4]. Note that either sharing data from UE to network or from network to UE is technically feasible for training collaboration type 3. 
Performance for separate training highly depends on the amount of exchanged data. Exchanging insufficient amount of data will result in an obvious performance degradation. With large amount of exchanged data, it is possible to train a model where CSI generation part and CSI reconstruction part are subject to different structures (e.g., an MLP CSI generation part to a Transformer CSI reconstruction part) to a reasonable performance in training collaboration type 3. However, it is necessary for UE and network to align some information of the utilized model, such as the quantization/dequantization method. Otherwise, there will be a non-acceptable performance loss.  Moreover, when a single decoder is associated with multiple encoders to resolve combinatorial issues, there would be performance degradation for training type 3. The advantage of separate training is to mostly keep model proprietary within each side, and the corresponding overhead (i.e., overhead in exchanging data between UE and network) can be reduced to an acceptable level by applying some dataset compression approaches. However, the overhead of separate training is still higher than that of transferring trivial models, and its performance is usually sub-optimal compared with joint training. In addition, UEs utilizing separate training still need to keep multiple models to match different CSI reconstruction parts for various scenarios/configurations, which could be a challenge for the limited storage room at UEs.
Model update in training collaboration 3: Similar to collaboration 2, model updating in collaboration 3 can also be divided into single-sided updating and two-sided updating. Single-sided updating refers to transparent model updating at one side based on local data. It is more convenient for the first training side to do single-sided updating, as some information for model at the other side is available, e.g., for separate training with UE side first training, some information of CSI reconstruction model is available at UE side. For two-sided training, additional data should be sharing between NW and UE to guarantee the updated CSI generation and reconstruction model match each other.
Development of scenario-/configuration-/site-specific models in training collaboration 3: To develop scenario-/configuration-/site-specific models in training collaboration 3, data from various scenarios/configurations/sites should also be collected and labelled in advance. While sharing data between NW and UE, the corresponding assistance information on the scenario/configuration/site ID of each dataset should also be indicated. To our understanding, the challenge in developing scenario-/configuration-/site-specific models in training collaboration 3 is similar to that in collaboration 2, i.e., a large number of models should be kept at NW and UE simultaneously, and it is difficult to leverage newly-collected data due to the additional signalling procedure at training stage.

We compare the characteristics for the three training collaborations in the following table:
	
	Type 1: Joint training at single entity
	Type 2: Joint training at NW and UE
	Type 3: Separate training at NW and UE

	Interaction approach and necessary exchanging information
	Model transfer through:
Option 0: Sending updated parameters without changing the AI/ML model structure. 
Option 1: Sending AI/ML model parameter and structure information. 
	Exchanging following information over the air (for each batch): forward- and backward- propagation results, label data, hyperparameters information for training and inference, etc.
	Exchanging following information over the air: paired model input/output data for the passive side (e.g., UE sends input/output of CSI reconstruction part to gNB), some (high level) information on model structure, etc.

	Development and deployment of scenario-/configuration-/site-specific models
	Transferring specific model for the current scenario/configuration. Only one side (usually the NW) needs to store many models for different scenarios/configurations.
	Training multiple pair of models targeting different scenarios/configurations, or common encoder/decoder to multiple decoders/encoders at the cost of some performance loss. Both sides should maintain models for various scenarios/configurations.
	Training multiple pair of models targeting different scenarios/configurations, or common encoder/decoder to multiple decoders/encoders at the cost of some performance loss. Both sides should maintain models for various scenarios/configurations.

	Over-the-air overhead if supported by air interface enhancement
	Overhead depends on the model size, could be smaller for very trivial model, e.g., one-layer MLP.
	Overhead ≈ # of epoch*(forward-propagation information + back-propagation information + label information). Overhead grows linearly as the number of iterations, which is usually high.
	Depending on the size of paired model input/output data. Usually lower than type 2 but higher than type 1 with trivial models.

	Offline effort 
	N.A. 
	If exchange of derivatives is done offline, this type would require complicated offline agreement for multi-parties to develop a usable model
	If exchange of data is done offline, this type would require offline agreement for multi-parties to share data.

	Model Proprietary 
	Not keep. 
But if trivial models are used, model proprietaries issue does not exist.
	Mostly Keep

	Mostly Keep
Model structure may still need to be exposed to some extent.
Quantization must be aligned between parties.

	Performance
	Upper bound for all training collaborations 
	Some performance degradation than type 1 due to potential hyperparameter misalignment. Suffers from performance degradation when one model needs to be pair with multiple models.
	Depend on the scale of exchanged data. Could achieve that of joint training if enough data is exchanged. Suffers from performance degradation when one model needs to be pair with multiple models. 

	Storage overhead
	Smallest
	Huge:
· Data samples stored for joint training 
· Multiple models stored before-hand.
	Huge:
· Data samples stored for separate training 
· Multiple models stored before-hand.



Observation 3: Pros/cons for training collaboration type 1: 
1) Pros: Providing highest flexibility in developing scenario-/configuration-/site-specific models via model transfer and model updating
2) Pros: one side (UE or network) only needs to store models that are adaptive to specific scenarios/configurations, which could provide better performance and save storage room.
3) Pros: no need of storing large number of models at UE side.
4) Cons:  Model proprietary could not be kept during model transfer. However, if trivial models are used, model proprietaries issue does not exist.
Observation 4: Pros/cons for training collaboration type 2:
1) Pros: Model proprietary could be kept. However, if trivial models are used, model proprietaries issue does not exist.
2) Cons: Need to share real-time information on forward /backward propagation result and label data, of which the overhead is high. 
3) Cons: Need to store large number of site-specific models at UE side.
4) Cons: Both sides need to train and store a large number of models to adapt to various scenarios/configurations
Observation 5: Pros/cons for training collaboration type 3: 
1) Pros: Model proprietary could be kept. However, if trivial models are used, model proprietaries issue does not exist.
2) Cons: Need to share information on dataset.
3) Cons: Performance will degrade if shared dataset is insufficient.
4) Cons: Need to store large number of site-specific models at UE side.
5) Cons: Performance will degrade if one model need to be matched with multiple models.

Specification impacts on quantization/dequantization method
In CSI compression, quantization at CSI generation part refers to the process of projecting floating numbers to binary bits, which is usually the last step (or layer) of CSI generation model, and dequantization at CSI reconstruction part refers to the reverse procedure, which is usually the first step (or layer) of CSI reconstruction model. Typical quantization (dequantization) methods include scalar quantization (which means the projecting process is to use several bits to quantize a float number) and vector quantization (which means the projecting process is to use several bits to quantize several float numbers via a quantization codebook). Generally speaking, we believe that the quantization and dequantization method should be aligned at NW and UE to guarantee the performance, and the alignment procedure of quantization method depends on the considered collaboration type:
1) In training collaboration 1, quantization/dequantization methods at CSI generation/reconstruction model can be naturally aligned as they are jointly designed and trained. For model transfer where both structure and weights are transferred, quantization method can be embedded into model structure weights. For model transfer only updating weights, it is necessary to align the quantization method in advance during the negotiation of model structure, and the quantization codebook can be updated just like the way to update the model. 
2) In training collaboration 2, quantization/dequantization methods are not naturally aligned since the CSI generation and reconstruction model are separately designed. To our understanding, a dedicated procedure for the alignment of quantization method should be considered, which could indicate both high level quantization method (e.g., vector quantization or scalar quantization) and detailed weights therein (e.g., the codebook used in vector quantization) between NW and UE. If quantization method is fixed and static during model training, it is enough to align them once for model training and model inference. However, if quantization method is dynamic or updated during training, it is necessary to align them right after any changes to guarantee the training performance.
3) In training collaboration 3, quantization/dequantization methods are also not naturally aligned between CSI generation and reconstruction model. A similar procedure for the alignment of quantization can be also considered here. However, to our understanding, it is more difficult to update the quantization method at training stage in collaboration type 3, since the CSI generation and reconstruction model are trained in a separate approach. A fixed quantization method is more preferred for training collaboration 3.
Observation 6: If quantization method at CSI generation part and dequantization method at CSI reconstruction part are not aligned, there will be an unacceptable performance loss for AI/ML models.
Proposal 14: Study the potential specification impact of the alignment of quantization method at UE side and dequantization method at NW side based on different training collaboration types for CSI compression.

CSI prediction
The CSI prediction can be categorized into UE side CSI prediction and NW side CSI prediction. Furthermore, based on the network position of training and inference, the AI-based CSI prediction can be further divided into 4 cases:
	UE side prediction
	Case 1: training and inference are both at UE

	
	Case 2: training is at NW, inference is at UE

	NW side prediction
	Case 3: training and inference are both at NW

	
	Case 4: training is at UE, inference is at NW



The procedures of training and inference in Case 1 and Case 3 are similar, except that Case 1 requires the UE to keep enough computing resources and train the model as UE capacity. The procedures of training and inference in Case 2 and Case 4 are similar as well, but both require the collaborated data collection and model transfer between UE and NW. Nevertheless, we believe that Case 4 is impractical compared to Case 2 since both the training data and computing resource of NW-sided model are inconvenient to UE. In what follows, our discussion is focused on Case 1, Case 2 and Case 3, and their corresponding procedures are illustrated in Fig. 2, Fig. 3 and Fig. 4, respectively.

[image: ]
Fig. 2. Procedure of training and inference in Case 1.
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Fig. 3. Procedure of training and inference in Case 2.
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Fig. 4. Procedure of training and inference in Case 3.

From the figures, it can be seen that the data collection and model training in Case 1 and Case 3 are simply performed in mono-side and generally realized by the implementation manner, resulting in the minor specification impact. However, the main issue for both cases is the model management. In Case 2, besides the model management, the collaborated data collection and model transfer between UE and NW are also another big concern. 
The simulation result in our previous contribution on RAN1 #110 shows that the CSI prediction performance based on sub-band PMI is much worse than that based on raw channel matrix [5]. The reason behind the phenomenon may be the loss of time varying features during the sub-band PMI deriving process. Therefore, from the perspective of prediction accuracy, the UE side CSI prediction is more promising than the NW side CSI prediction. Furthermore, in R18 MIMO, only the UE side CSI prediction is selected to be studied [7]. To fully reuse the outcome of R18 MIMO, UE side prediction should be considered as the starting point for AI-based CSI prediction.
Proposal 15: UE side prediction is considered as the starting point for AI-based CSI prediction.
As we pointed out previously, the main issue for UE side prediction is the model management, which requires the signaling between UE and NW. The signaling based model management includes:
1) Model activation, deactivation: model validation and report, alignment of parameters (e.g., input-output) between UE and NW.
2) Model selection, switching, and fallback: triggering condition, model validation and report, simultaneous validation of multiple models/schemes (including the inferencing model and alternative models/schemes)
3) Model monitoring: functionality of using dedicated CSI-RS, preprocessing, post processing and reporting process to derive label with lower noise and interference. If the predicted future CSI is not on the time occasion of CSI measurement, aperiodic CSI-RS should be triggered for monitoring. The UE initiated procedure may also be studied.
4) Model finetuning: If the predicted future CSI is on the time occasion of a CSI measurement, finetuning is available for the AI-based CSI prediction. The starting and stopping condition/policy of finetuning should be clarified. How to determine the finetuning parameters, e.g., the pre-trained model, finetunable network layer, learning rate, batch size and epoch number, may introduce some specification impacts. The followed-by event, e.g., model switch, model set update, data set update, furthermore, may introduce some specification impacts as well.
We believe that, the first 3 sub-bullets can mainly follow the outcome of general framework. The model finetuning procedure in the fourth sub-bullet will be the typical issue of LCM in AI-based CSI prediction.
Proposal 16: The model finetuning procedure should be studied as the typical issue of LCM in AI-based CSI prediction.

Conclusions
Observations and proposals are summarized as follows:
Observation 1: Using system KPIs for performance monitoring in CSI compression might have difficulties in judging whether an observed system performance degradation is caused by an outdated CSI compression model or some other reasons.
Observation 2: Trivial model (such as fully connected MLP) is enough to provide satisfying performance for specific scenarios/configurations, of which the model transfer overhead and model complexity is very low and model proprietaries and interoperability issues does not exist.
Observation 3: Pros/cons for training collaboration type 1: 
1) Pros: Providing highest flexibility in developing scenario-/configuration-/site-specific models via model transfer and model updating
2) Pros: one side (UE or network) only needs to store models that are adaptive to specific scenarios/configurations, which could provide better performance and save storage room.
3) Pros: no need of storing large number of models at UE side.
4) Cons:  Model proprietary could not be kept during model transfer. However, if trivial models are used, model proprietaries issue does not exist.
Observation 4: Pros/cons for training collaboration type 2:
1) Pros: Model proprietary could be kept. However, if trivial models are used, model proprietaries issue does not exist.
2) Cons: Need to share real-time information on forward /backward propagation result and label data, of which the overhead is high. 
3) Cons: Need to store large number of site-specific models at UE side.
4) Cons: Both sides need to train and store a large number of models to adapt to various scenarios/configurations
Observation 5: Pros/cons for training collaboration type 3: 
1) Pros: Model proprietary could be kept. However, if trivial models are used, model proprietaries issue does not exist.
2) Cons: Need to share information on dataset.
3) Cons: Performance will degrade if shared dataset is insufficient.
4) Cons: Need to store large number of site-specific models at UE side.
5) Cons: Performance will degrade if one model need to be matched with multiple models.
Observation 6: If quantization method at CSI generation part and dequantization method at CSI reconstruction part are not aligned, there will be an unacceptable performance loss for AI/ML models.

Proposal 1: The AI-based CSI prediction is a solution can bring significant gains but with minor workload and spec effort. Thus, the AI-based CSI prediction should be selected as one representative sub-use case for CSI feedback enhancement use case.
Proposal 2: Study method, format, and overhead of reporting high accuracy CSI measurements from UE to network for performance monitoring in CSI compression.
Proposal 3: Study the feasibility and potential specification impacts of performance monitoring based on proxy models for CSI compression.
Proposal 4: Deprioritize the study of performance monitoring based on system KPIs such as throughput and BLER.
Proposal 5: Clarify the relations of legacy CSI based monitoring and intermediate KPI based monitoring in CSI compression on whether the legacy CSI is used to report measured CSI from UE side and SGCS is further calculated based on the reported legacy CSI
Proposal 6: Monitoring based on data distribution can be viewed as a special case of monitoring based on applicable condition.
Proposal 7: Study the accuracy and relevance of monitoring based on data distribution and applicable condition.
Proposal 8: Jointly consider the design of performance monitoring methods and development of scenario-/configuration-/site-specific models in CSI compression.
Proposal 9: Study the evaluation methodology for performance monitoring methods in CSI compression, where following factors should be considered: 1) Accuracy and relevance; 2) Overhead; 3) Complexity; 4) Latency.
Proposal 10: Study model ID based LCM procedure for CSI compression with two-sided models.
Proposal 11: Study mechanisms for the two sides to jointly select a model among multiple candidate models, including:
· Triggering conditions
· How to conduct multi-model performance monitoring for purpose of model selection
· Sharing of model selection results between NW and UE in CSI compression, where model ID based solution can be considered as a starting point.
Proposal 12: Study the potential specification impact of triggering conditions for Model selection, switching/activation/deactivation, fallback. 
Proposal 13: For ID based model management, study the following options for signaling design for model switching/activation/deactivation among multiple models: RRC-based, MAC CE-based, DCI-based.
Proposal 14: Study the potential specification impact of the alignment of quantization method at UE side and dequantization method at NW side based on different training collaboration types for CSI compression.
Proposal 15: UE side prediction is considered as the starting point for AI-based CSI prediction.
Proposal 16: The model finetuning procedure should be studied as the typical issue of LCM in AI-based CSI prediction.
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