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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In RAN1#110bis-e, the following topics for beam management (other than EVM) have been covered during the meeting [1].
· Model training and deployment
· Discussions of sub use cases BM-Case1 and BM-Case2
· Spec impacts
Note the support of sub use cases BM-Case1 and BM-Case2 was determined in Meeting 109e, where BM-Case1 and BM-Case2 were defined as below.
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams

Companies reached the following agreements during the meeting, as summarized in the Chair’s note of the meeting [2]. 
Conclusion 
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2
Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2
Conclusion 
For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model
Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Working Assumption
[bookmark: _Hlk118319086]For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.

In this contribution, we further discuss aspects related to AI/ML based beam management other than evaluation methodology/EVM.
AI/ML based beam management: other aspects to be considered 

 Model training/deployment related
Online training
During meeting 110bis-e, the following was proposed as the conclusion of the discussion regarding online training and offline training ([1], topic closed without consensus).
[bookmark: _Hlk118316784]Conclusion 2.2b: For the sub use case BM-Case1 and BM-Case2, Agenda item 9.2.3.2 starts work on spec impact of the AI-based solution with the assumption of offline training including whether there is spec impact or not
· Defer discussion on spec impact of the AI-based solution with the assumption of online training to wait for the conclusion/agreement of Agenda item 9.2.1 whether online training is supported or not
While the proposal was to wait for 9.2.1 (the general aspect) to make progress on whether online training is supported, a few companies opposed to rule out the study of online training with the following reasons.
· Restricting possible online training studies disables RAN1 to understand the full potential of AI/ML approaches for BM-case1 and BM-case2.
· Spec impacts for training, either online or offline, are only expected for the UE side model but not for Network side model.
· Training itself may be up to implementation, but data collection for training, regardless online or offline, should be specified (therefore, both online and offline training need to be studied).

We believe for AI/ML based beam management, online training may have some benefits as it may continuously adapt to changes in the environment, particular with UE mobility (e.g., in BM-Case2). Another popular scenario that could leverage online learning approach is when there is no labelled data available (or too costly to collect in advance) to train the AI/ML model via supervised learning approach. We feel that at the study phase, we do not need to put restriction on what approach(es) companies should use, at least not at this stage. The choice of approach, either online or offline training can be left to the companies. We therefore modified the Feature Lead’s conclusion into a proposal as below.
[bookmark: _Hlk115254731][bookmark: _Hlk118386743]Proposal 1: For the sub use case BM-Case1 and BM-Case2, study
· whether there is spec impact for offline training and online training.
· [bookmark: _Hlk118386664]the associated spec impact of each training type if exists  
[bookmark: _Hlk118451855]FFS: whether online training is supported (being discussed under 9.2.1)
Sub use cases of BM-Case1 and BM-Case2
Beam Prediction
In meeting 110, the agreement on predicted beams was agreed as below.
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
Note1: DL Rx beam prediction may or may not have spec impact
In meeting 110bis-e, the agreement was further discussed and revised, resulting in the following proposal from FL but no consensus reached (as in [1])
[bookmark: _Hlk118200364]Proposal 3.2b: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for the predicted beams for further study with potential down-selection.
· Note1: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
· Alt.1: DL Tx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
Note2: The further down-selection (if any) may depend on whether it is UE-side or NW-side model
One of the topics being discussed during Meeting 110bis-e was whether there should be a down-selection between the Alt.1 and Alt.3. In our view, at this stage we should leave both options open, i.e., no down-selections, due to the following reasons.
· This is a study, without any support of performance data, the down-selection would have no ground and premature.
· There are substantial supports for both approaches. 
There were total 7 companies shared the same/similar view so no agreement has been reached during the meeting. Here we would like to reiterate our support for no down-selection.
Proposal 2: For the sub use case BM-Case1 and BM-Case2, study both Alt.1 and Alt.3 for the predicted beams without down-selection.
· Note: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
· Alt.1: DL Tx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)

In meeting 110bis-e, the following work assumption was agreed.
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered
For BM-Case1, in our view if the prediction result is Top-N beam pairs, there is a need to map L1-RSRPs to the correct Tx-Rx beam pairs either directly or indirectly for training and inference purpose. Without this mechanism, there could be a mis-mapping between the measurements and the beam pairs. The exchange of such information may have standards impact. We therefore propose the following. 
Proposal 3: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the L1 beam reporting enhancement for AI/ML model inference, including the mechanism that enables gNB to map the received L1-RSRP measurements to the corresponding Tx-Rx beam pairs.
Input of BM-Case1 and BM-Case2
As documented in the FL’s summary [1] of the offline discussions, views from companies on the training input diverged quite a bit, especially for the assistance information. The following is a list of all the assistance information received during the discussion.
	
	Assistance Information

	For NW-side model
	· UE location
· UE moving direction
· Expected Rx beam ID/angle, 
· Beam pair ID
· Rx beam angle
· Rx beam ID 
· Maximum number of Rx beams

	For UE-side model
	· NW-side beam shape information (3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.)
· Expected Tx beam ID/angle
· Beam pair ID
· Tx beam ID (and it can be indicated by RS ID implicitly)


The proposal was to use this list as the starting point and screen through them; only to keep the assistance information that is really needed. 
In our view, features selected as input to AI/ML model are considered implementation dependent and proprietary. In our evaluation of AI/ML for beam management in [3], we use only the L1-RSRP as input and we have observed decent performance. As the use of assistance information may include additional overhead, including power consumption and the associated study effort involved, we believe it is reasonable to request that, if assistance information is used for training, the performance gain needs to be justified against the overhead of obtaining and exchanging the assistance information.
[bookmark: _Hlk118202931]Observation 1: Assistance information may come with additional cost like signalling overhead, extra UE measurement overhead (including complexity, power consumption, etc.)  There is usually a trade-off between performance gain and the associated overhead.  
Proposal 4: When assistance information is used as input, study its performance gain vs. the standards impacts and overhead.
Output of BM-Case1 and BM-Case2
The model output of both BM-Case1 and BM-Case2 was also a heavily discussed topic during Meeting 110 and the group did not reach consensus at the end. The most agreeable alternatives are 
· Alt.1 Beam ID(s) and/or the predicted L1-RSRP
· Alt.2 Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information
· Alt.3 Beam angle(s) and the predicted L1-RSRP (optional) of the N predicted DL Tx and/or Rx beams
In our view, companies are encouraged to share their output while they should be given some flexibility determining the output of their model. From this aspect, unless there is a standards impact, there is no need to specify the output of the model, as long as their systems know how to interpret the outputs. Another thing we would like to point out is, unlike UE reports which likely have standards impact, model outputs usually do not have standards impact.
Observation 2: Model outputs are typically used internally and hence without standards impact. Therefore, unless there are standards impacts involved, model outputs don’t need to be explicitly specified in the standards.  
Proposal 5: Specify model outputs only when standards impact is involved while companies are encouraged to share their model output for AI/ML based beam management.

Potential standards impact 

Standards impact related to UE capabilities reporting
Depending on deployment scenario and UE capability, multiple AI/ML models may be used to support different scenarios. In this case, information like UE capability and/or other attributes like mobility may be used in selecting the AI/ML model. 
Proposal 6: Regarding AI/ML-based beam management, study the standards impact, including AI/ML related UE configuration/capability reporting, related to AI/ML model selection/configuration (like activation/deactivation) in case multiple trained AI/ML models are deployed.

Standards impact related to model generalization
Model generalization is a very important aspect of AI/ML-based approaches. It refers to the capability of the model to adapt to previously unseen data, or even sometimes data from different scenarios.  Depending on the source and target scenarios or configurations, their data availability situation and AI/ML tasks expected to be generalized, various techniques can be leveraged, e.g., transfer learning. In some cases, supporting model generalization may require additional information (e.g., data from the new scenario, either labelled or unlabeled) to be collected which may introduce standards impact, then these standards impact needs to be discussed.
Proposal 7: Study Standards impact related to supporting model generalization across scenarios and/or configurations.

Standards impact related to L1 signaling reporting
In meeting 110bis-e, an agreement has been reached on the study of potential spec impact related to the L1 signaling from UE to the NW, as below.
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

As we pointed out in the discussion in Agenda Item 9.2.3.1, we don’t agree on the Predicted L1-RSRP corresponding to the beam(s) to be reported/shared even if it is part of the AI/ML output. In BM-Case1, predicted L1-RSRP is used as a proxy to identify the Top-1/K beams (or beam pairs), the actual predicted values alone cannot be used to indicate whether Top-1/K prediction accuracy is good or not, thus, providing such information may give wrong impression to the recipient side, which may cause incorrect assumptions or decisions.  This predicted L1-RSRP may be used by the side that performs the inference internally for other purpose, while such information doesn’t need to be shared to the other side, thus, there shouldn’t be any associated specification impact. In the example we provided in [4] (our comment to Proposal 2-1-4b), we showed that even though the value of the proposed KPI looks very good, the actual performance may be very poor because the predicted L1-RSRP value and the beam that made the prediction could be messed up in order. We encourage proponent of sharing the predicted L1-RSRP to the other side to explain their rationale. 
Observation 3: For BM-Case1, predicted L1-RSRP is used together with other information available at the inference side as proxy to determine the Top-1/K beam(s) or beam pair(s). Using the predicted L1-RSRP values or the accuracy of predicted L1-RSRP alone cannot indicate the performance of Top-1/K prediction.   
Proposal 8: For BM-Case1 with a UE-side AI/ML model, if the predicted L1-RSRP is part of the output of AI/ML model at the inference side, do not include the Predicted L1-RSRP of the Beam(s) as information to be reported or shared to the other side.
Conclusions
In this contribution, we discussed aspects related to AI/ML-based beam management use case other than EVM; our observations and proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal 1: For the sub use case BM-Case1 and BM-Case2, study
· whether there is spec impact for offline training and online training.
· the associated spec impact of each training type if exists.  
FFS: whether online training is supported (being discussed under 9.2.1)
Proposal 2: For the sub use case BM-Case1 and BM-Case2, study both Alt.1 and Alt.3 for the predicted beams without down-selection.
· Note: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
· Alt.1: DL Tx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
Proposal 3: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the L1 beam reporting enhancement for AI/ML model inference, including the mechanism that enables gNB to map the received L1-RSRP measurements to the corresponding Tx-Rx beam pairs.
Observation 1: Assistance information may come with additional cost like signalling overhead, extra UE measurement overhead (including complexity, power consumption, etc.)  There is usually a trade-off between performance gain and the associated overhead.  
Proposal 4: When assistance information is used as input, study its performance gain vs. the standards impacts and overhead.
Observation 2: Model outputs are typically used internally and hence without standards impact. Therefore, unless there are standards impacts involved, model outputs don’t need to be explicitly specified in the standards.  
Proposal 5: Specify model outputs only when standards impact is involved while companies are encouraged to share their model output for AI/ML based beam management.
Proposal 6: Regarding AI/ML-based beam management, study the standards impact, including AI/ML related UE configuration/capability reporting, related to AI/ML model selection/configuration (like activation/deactivation) in case multiple trained AI/ML models are deployed.
Proposal 7: Study Standards impact related to supporting model generalization across scenarios and/or configurations.
Observation 3: For BM-Case1, predicted L1-RSRP is used together with other information available at the inference side as proxy to determine the Top-1/K beam(s) or beam pair(s). Using the predicted L1-RSRP values or the accuracy of predicted L1-RSRP alone cannot indicate the performance of Top-1/K prediction.   
Proposal 8: For BM-Case1 with a UE-side AI/ML model, if the predicted L1-RSRP is part of the output of AI/ML model at the inference side, do not include the Predicted L1-RSRP of the Beam(s) as information to be reported or shared to the other side. 
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