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9.2 Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface 

Please refer to RP-221348 for detailed scope of the SI.

R1-2209974
Technical report for Rel-18 SI on AI and ML for NR air interface
Qualcomm Incorporated

9.2.1 General aspects of AI/ML framework

Including characterization of defining stages of AI/ML algorithm and associated complexity, UE-gNB collaboration, life cycle management, dataset(s), and notation/terminology. Also including any common aspects of evaluation methodology.

[110bis-e-R18-AI/ML-01] Email discussion on general aspects of AI/ML by October 19 – Taesang (Qualcomm)

· Check points: October 14, October 19
Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.

· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Agreement
Clarify Level x/y boundary as:

· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.

FFS: usage of model ID with associated information and/or model functionality based LCM procedure

FFS: whether support of model ID

FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:

· Decision by the network 
· Network-initiated

· UE-initiated, requested to the network

· Decision by the UE

· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network

· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models

FFS: other mechanisms
R1-2210472
R1-2210396
Summary#1 of General Aspects of AI/ML Framework
Moderator (Qualcomm)
R1-2208365
Continued discussion on common AI/ML characteristics and operations
FUTUREWEI

R1-2208428
Discussion on general aspects of AI/ML framework
Huawei, HiSilicon

R1-2208520
Discussion on general aspects of common AI PHY framework
ZTE

R1-2208546
Discussion on general aspects of AIML framework
Spreadtrum Communications

R1-2208633
Discussions on AI/ML framework
vivo

R1-2208739
Discussion on general aspects of AI/ML framework
SEU

R1-2208768
Discussion on general aspects of AI/ML for NR air interface
China Telecom

R1-2208849
On general aspects of AI/ML framework
OPPO

R1-2208877
On General Aspects of AI/ML Framework
Google

R1-2208898
General aspects on AI/ML framework
LG Electronics

R1-2208908
Discussion on general aspects of AI/ML framework
Ericsson

R1-2208966
General aspects of AI/ML framework for NR air interface
CATT

R1-2209010
Discussion on general aspects of AI/ML framework
Fujitsu

R1-2209046
Discussion on general aspects of AI/ML framework
Intel Corporation

R1-2209088
General aspects of AI/ML framework
AT&T

R1-2209094
Considerations on common AI/ML framework
Sony

R1-2209119
General aspects of AI/ML framework
Lenovo

R1-2209145
Discussion on general aspects of AI ML framework
NEC

R1-2209229
Considerations on general aspects on AI-ML framework
CAICT

R1-2209276
Views on the general aspects of AL/ML framework
xiaomi

R1-2209327
Discussion on general aspects of AI/ML framework
CMCC

R1-2209366
Further discussion on the general aspects of ML for Air-interface
Nokia, Nokia Shanghai Bell

R1-2209389
Discussions on Common Aspects of AI/ML Framework
TCL Communication

R1-2209399
Discussion on general aspects of AI/ML framework for NR air interface
ETRI

R1-2209505
General aspects of AI/ML framework
MediaTek Inc.

R1-2209575
General aspect of AI/ML framework
Apple

R1-2209624
General aspects of AI and ML framework for NR air interface
NVIDIA

R1-2209639
Discussion on general aspects of AI ML framework
InterDigital, Inc.

R1-2209721
General aspects of AI ML framework and evaluation methodogy
Samsung

R1-2209764
Discussion on AI/ML framework
Rakuten Mobile, Inc

R1-2209813
Discussion on general aspects of AI/ML framework
Panasonic

R1-2209865
Discussion on general aspects of AI/ML framework
KDDI Corporation

R1-2209895
Discussion on general aspects of AI/ML framework
NTT DOCOMO, INC.

R1-2209975
General aspects of AI/ML framework
Qualcomm Incorporated

9.2.2 AI/ML for CSI feedback enhancement

9.2.2.1 Evaluation on AI/ML for CSI feedback enhancement

Including evaluation methodology, KPI, and performance evaluation results. 

[110bis-e-R18-AI/ML-02] Email discussion on evaluation on CSI feedback enhancement by October 19 – Yuan (Huawei)

· Check points: October 14, October 19

Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Traffic model’ in the baseline of EVM is captured as follows:

	Traffic model

	At least, FTP model 1 with packet size 0.5 Mbytes is assumed
Other options are not precluded.


Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, if realistic DL channel estimation is considered, regarding how to calculate the intermediate KPI of CSI accuracy, 

· Use the target CSI from ideal channel and use output CSI from the realistic channel estimation

· The target CSI from ideal channel equally applies to AI/ML based CSI feedback enhancement, and the baseline codebook
Note: there is no restriction on model training
Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for “Baseline for performance evaluation” in the EVM table, Type I Codebook (if it outperforms Type II Codebook) can be optionally considered for comparing AI/ML schemes up to companies
· Note: Type II Codebook is baseline as agreed
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the outdoor UEs, add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles.
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, no explicit trajectory modeling is considered for evaluation
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, and if the AI/ML model outputs multiple predicted instances, the intermediate KPI is calculated for each prediction instance
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:

· Raw channel matrixes

· Eigenvector(s)
Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the evaluation of CSI prediction:

· Companies are encouraged to report the assumptions on the observation window, including number/time distance of historic CSI/channel measurements as the input of the AI/ML model, and

· Companies to report the assumptions on the prediction window, including number/time distance of predicted CSI/channel as the output of the AI/ML model
R1-2210367

R1-2210365
R1-2208366
Continued discussion on evaluation of AI/ML for CSI feedback enhancement
FUTUREWEI

R1-2208429
Evaluation on AI/ML for CSI feedback enhancement
Huawei, HiSilicon

R1-2208521
Evaluation on AI for CSI feedback enhancement
ZTE

R1-2208547
Discussion on evaluation on AIML for CSI feedback enhancement
Spreadtrum Communications, BUPT

R1-2208634
Evaluation on AI/ML for CSI feedback enhancement
vivo

R1-2208729
Evaluations on AI-CSI
Ericsson

R1-2208769
Evaluation on AI/ML for CSI feedback enhancement
China Telecom

R1-2208850
Evaluation methodology and preliminary results on AI/ML for CSI feedback enhancement


OPPO

R1-2208878
On Evaluation of AI/ML based CSI
Google

R1-2208899
Evaluation on AI/ML for CSI feedback enhancement
LG Electronics

R1-2208967
Evaluation on AI/ML for CSI feedback enhancement
CATT

R1-2209011
Evaluation on AI/ML for CSI feedback enhancement
Fujitsu

R1-2209047
Evaluation for CSI feedback enhancements
Intel Corporation

R1-2209120
Evaluation on AI/ML for CSI feedback
Lenovo

R1-2209131
Discussion on evaluation methodology and KPI on AI/ML for CSI feedback enhancement


Panasonic

R1-2209230
Some discussions on evaluation on AI-ML for CSI feedback
CAICT

R1-2209277
Discussion on evaluation on AI/ML for CSI feedback enhancement
xiaomi

R1-2209328
Discussion on evaluation on AI/ML for CSI feedback enhancement
CMCC

R1-2209367
Evaluation of ML for CSI feedback enhancement
Nokia, Nokia Shanghai Bell

R1-2209386
GRU for Historical CSI Prediction
Sharp

R1-2209400
Evaluation on AI/ML for CSI feedback enhancement
ETRI

R1-2209506
Evaluation on AI/ML for CSI feedback enhancement
MediaTek Inc.

R1-2209548
Evaluation of AI/ML based methods for CSI feedback enhancement
Fraunhofer IIS, Fraunhofer HHI

R1-2209576
Evaluation on AI/ML for CSI feedback
Apple

R1-2209625
Evaluation of AI and ML for CSI feedback enhancement
NVIDIA

R1-2209640
Evaluation on AI/ML for CSI feedback enhancement
InterDigital, Inc.

R1-2210272
Evaluation on AI/ML for CSI feedback enhancement
InterDigital, Inc. 

(Revision of R1-2209640)
R1-2209652
Evaluation on AI/ML for CSI Feedback Enhancement
Mavenir

R1-2209722
Evaluation on AI ML for CSI feedback enhancement
Samsung

R1-2209794
Discussion on AI/ML for CSI feedback enhancement
AT&T

R1-2209896
Discussion on evaluation on AI/ML for CSI feedback enhancement
NTT DOCOMO, INC.

R1-2209976
Evaluation on AI/ML for CSI feedback enhancement
Qualcomm Incorporated
9.2.2.2 Other aspects on AI/ML for CSI feedback enhancement

Including finalization of representative sub use cases (by RAN1#111) and discussions on potential specification impact.

[110bis-e-R18-AI/ML-03] Email discussion on other aspects on AI/ML for CSI feedback enhancement by October 19 – Huaning (Apple)

· Check points: October 14, October 19

Conclusion 

Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Conclusion
CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 

• 
Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression
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R1-2208367
Continued discussion on other aspects of AI/ML for CSI feedback enhancement
FUTUREWEI

R1-2208430
Discussion on AI/ML for CSI feedback enhancement
Huawei, HiSilicon

R1-2208522
Discussion on other aspects for AI CSI feedback enhancement
ZTE

R1-2208548
Discussion on other aspects on AIML for CSI feedback
Spreadtrum Communications

R1-2208635
Other aspects on AI/ML for CSI feedback enhancement
vivo

R1-2208728
Discussions on AI-CSI
Ericsson

R1-2208770
Discussion on AI/ML for CSI feedback enhancement
China Telecom

R1-2208851
On sub use cases and other aspects of AI/ML for CSI feedback enhancement
OPPO

R1-2208879
On Enhancement of AI/ML based CSI
Google

R1-2208900
Other aspects on AI/ML for CSI feedback enhancement
LG Electronics

R1-2208968
Discussion on AI/ML for CSI feedback enhancement
CATT

R1-2209012
Views on specification impact for CSI compression with two-sided model
Fujitsu

R1-2209048
Use-cases and specification for CSI feedback
Intel Corporation

R1-2209095
Considerations on CSI measurement enhancements via AI/ML
Sony

R1-2209121
Further aspects of AI/ML for CSI feedback
Lenovo

R1-2209161
Discussion on AI/ML for CSI feedback enhancement
Panasonic

R1-2209231
Discussions on AI-ML for CSI feedback
CAICT

R1-2209278
Discussion on specification impact for AI/ML based CSI feedback
xiaomi

R1-2209329
Discussion on other aspects on AI/ML for CSI feedback enhancement
CMCC

R1-2209368
Other aspects on ML for CSI feedback enhancement
Nokia, Nokia Shanghai Bell

R1-2209390
Discussions on Sub-Use Cases in AI/ML for CSI Feedback Enhancement
TCL Communication

R1-2209401
Discussion on other aspects on AI/ML for CSI feedback enhancement
ETRI

R1-2209424
Discussion on AI/ML for CSI feedback enhancement
NEC

R1-2209507
Other aspects on AI/ML for CSI feedback enhancement
MediaTek Inc.

R1-2209577
Other aspects on AI/ML for CSI
Apple

R1-2209626
AI and ML for CSI feedback enhancement
NVIDIA

R1-2209641
Discussion on AI/ML for CSI feedback enhancement
InterDigital, Inc.

R1-2209723
Representative sub use cases for CSI feedback enhancement
Samsung

R1-2209795
Discussion on AI/ML for CSI feedback enhancement
AT&T

R1-2209897
Discussion on AI/ML for CSI feedback enhancement
NTT DOCOMO, INC.

R1-2209977
Other aspects on AI/ML for CSI feedback enhancement
Qualcomm Incorporated
9.2.3 AI/ML for beam management 
9.2.3.1 Evaluation on AI/ML for beam management

Including evaluation methodology, KPI, and performance evaluation results. 

[110bis-e-R18-AI/ML-04] Email discussion on evaluation on AI/ML for beam management by October 19 – Feifei (Samsung)

· Check points: October 14, October 19

Working Assumption

The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:

· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A

· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

· Note: Companies to report the ratio for dataset mixing

· Note: number of the multiple scenarios/configurations can be larger than two

· FFS the detailed set of scenarios/configurations

· FFS other cases for generalization verification, e.g.,

· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Conclusion

· For system performance related KPI (if supported) evaluation (model inference), companies report either of the following traffic model:

· Option 1: Full buffer

· Option 2: FTP model with detail assumptions (e.g., FTP model 1, FTP model 3)

Agreement

· BS antenna configuration: 

· antenna setup and port layouts at gNB: (4, 8, 2, 1, 1, 1, 1), (dV, dH) = (0.5, 0.5) λ

· Other assumptions are not precluded

· BS Tx power for evaluation: 

· 40dBm (baseline)
· Other values (e.g. 34 dBm) are not precluded and can be reported by companies
· UE antenna configuration (Clarification of agreement in RAN 1 #110): 

· antenna setup and port layouts at UE: (1, 4, 2, 1, 2, 1, 1), 2 panels (left, right) 

· Other assumptions are not precluded
Agreement

· For the evaluation of both BM-Case1 and BM-Case2, 32 or 64 downlink Tx beams (maximum number of available beams) at NW side. 

· Other values, e.g., 256, etc, are not precluded and can be reported by companies.

· For the evaluation of both BM-Case1 and BM-Case2, 4 or 8 downlink Rx beams (maximum number of available beams) per UE panel at UE side. 

· Other values, e.g., 16, etc, are not precluded and can be reported by companies.

Agreement

· The options to evaluate beam prediction accuracy (%):

· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”

· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”

· Top-1/K (%) (Optional): the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Where K >1 and values can be reported by companies.

Agreement 

· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam considers the following options 

· Option A, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams

· Option B, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)

· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams
R1-2210360
R1-2210359
R1-2208368
Continued discussion on evaluation of AI/ML for beam management
FUTUREWEI

R1-2208431
Evaluation on AI/ML for beam management
Huawei, HiSilicon

R1-2208523
Evaluation on AI for beam management
ZTE

R1-2208549
Evaluation on AI for beam management
Spreadtrum Communications

R1-2208636
Evaluation on AI/ML for beam management
vivo

R1-2208682
Discussion for evaluation on AI/ML for beam management
InterDigital, Inc.

R1-2208771
Evaluation on AI/ML for beam management
China Telecom

R1-2208852
Evaluation methodology and preliminary results on AI/ML for beam management
OPPO

R1-2208880
On Evaluation of AI/ML based Beam Management
Google

R1-2210327
On Evaluation of AI/ML based Beam Management
Google



Revision of R1-2208880

R1-2208901
Evaluation on AI/ML for beam management
LG Electronics

R1-2208906
Evaluation on AI/ML for beam management
Ericsson

R1-2208969
Evaluation on AI/ML for beam management
CATT

R1-2209013
Evaluation on AI/ML for beam management
Fujitsu

R1-2209049
Evaluations for AI/ML beam management
Intel Corporation

R1-2209122
Evaluation on AI/ML for beam management
Lenovo

R1-2209232
Some discussions on evaluation on AI-ML for Beam management
CAICT

R1-2209279
Evaluation on AI/ML for beam management
xiaomi

R1-2209330
Discussion on evaluation on AI/ML for beam management
CMCC

R1-2209369
Evaluation of ML for beam management
Nokia, Nokia Shanghai Bell

R1-2209508
Evaluation on AI/ML for beam management
MediaTek Inc.

R1-2209578
Evaluation on AI/ML for beam management
Apple

R1-2209613
Evaluation of AI/ML based beam management
Rakuten Symphony

R1-2209627
Evaluation of AI and ML for beam management
NVIDIA

R1-2209724
Evaluation on AI ML for Beam management
Samsung

R1-2209898
Discussion on evaluation on AI/ML for beam management
NTT DOCOMO, INC.

R1-2209978
Evaluation on AI/ML for beam management
Qualcomm Incorporated

R1-2210107
Evaluation on AI/ML for beam management
CEWiT
9.2.3.2 Other aspects on AI/ML for beam management

Including finalization of representative sub use cases (by RAN1#111) and discussions on potential specification impact.

[110bis-e-R18-AI/ML-05] Email discussion on other aspects of AI/ML for beam management by October 19 – Zhihua (OPPO)

· Check points: October 14, October 19
Conclusion 

For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2

Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2

Conclusion 

For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model
R1-2210354
R1-2210353
R1-2208369
Continued discussion on other aspects of AI/ML for beam management
FUTUREWEI

R1-2208432
Discussion on AI/ML for beam management
Huawei, HiSilicon

R1-2208524
Discussion on other aspects for AI beam management
ZTE

R1-2208550
Discussion on other aspects on AIML for beam management
Spreadtrum Communications

R1-2208637
Other aspects on AI/ML for beam management
vivo

R1-2208683
Discussion for other aspects on AI/ML for beam management
InterDigital, Inc.

R1-2208853
Other aspects of AI/ML for beam management
OPPO

R1-2208881
On Enhancement of AI/ML based Beam Management
Google

R1-2208902
Other aspects on AI/ML for beam management
LG Electronics

R1-2208907
Discussion on AI/ML for beam management
Ericsson

R1-2208970
Discussion on AI/ML for beam management
CATT

R1-2209014
Sub use cases and specification impact on AI/ML for beam management
Fujitsu

R1-2209050
Use-cases and Specification Impact for AI/ML beam management
Intel Corporation

R1-2209096
Consideration on AI/ML for beam management
Sony

R1-2209123
Further aspects of AI/ML for beam management
Lenovo

R1-2209146
Discussion on AI/ML for beam management
NEC

R1-2209233
Discussions on AI-ML for Beam management
CAICT

R1-2209280
Discussion on other aspects on AI/ML for beam management
xiaomi

R1-2209331
Discussion on other aspects on AI/ML for beam management
CMCC

R1-2209370
Other aspects on ML for beam management
Nokia, Nokia Shanghai Bell

R1-2209391
Discussions on Sub-Use Cases in AI/ML for Beam Management
TCL Communication

R1-2209402
Discussion on other aspects on AI/ML for beam management
ETRI

R1-2209509
Other aspects on AI/ML for beam management
MediaTek Inc.

R1-2209579
Other aspects on AI/ML for beam management
Apple

R1-2209614
Discussion on AI/ML for beam management
Rakuten Symphony

R1-2209628
AI and ML for beam management
NVIDIA

R1-2209725
Representative sub use cases for beam management
Samsung

R1-2209899
Discussion on AI/ML for beam management
NTT DOCOMO, INC.

R1-2209979
Other aspects on AI/ML for beam management
Qualcomm Incorporated

R1-2210085
Discussion on sub use cases of AI/ML beam management
Panasonic

R1-2210086
Discussion on other aspects on AI/ML for beam management
KT Corp.
9.2.4 AI/ML for positioning accuracy enhancement

9.2.4.1 Evaluation on AI/ML for positioning accuracy enhancement

Including evaluation methodology, KPI, and performance evaluation results. 

[110bis-e-R18-AI/ML-06] Email discussion on evaluation on AI/ML for positioning accuracy enhancement by October 19 – Yufei (Ericsson)

· Check points: October 14, October 19

Agreement

To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:

(e) InF scenarios, e.g., training dataset from one InF scenario (e.g., InF-DH), test dataset from a different InF scenario (e.g., InF-HH)
Agreement

For both direct AI/ML positioning and AI/ML assisted positioning, if fine-tuning is not evaluated, the template agreed in RAN1#110 is updated to the following for reporting the evaluation results.

Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [short model description] 

	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	
	
	
	
	
	
	
	
	
	


Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, if fine-tuning is evaluated, the template agreed in RAN1#110 is updated to the following for reporting the evaluation results.

Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [short model description] 

	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	
	
	
	
	
	
	
	
	
	
	
	


Agreement

For AI/ML-assisted positioning, companies report which construction is applied in their evaluation:

(a) Single-TRP construction: the input of the ML model is the channel measurement between the target UE and a single TRP, and the output of the ML model is for the same pair of UE and TRP. 

(b) Multi-TRP construction: the input of the ML model contains N sets of channel measurements between the target UE and N (N>1) TRPs, and the output of the ML model contains N sets of values, one for each of the N TRPs.

Note: For a measurement (e.g., RSTD) which is a relative value between a given TRP and a reference TRP, the TRP in “single-TRP” and “multi-TRP” refers to the given TRP only. 

Note: For single-TRP construction, companies report whether they consider same model for all TRPs or N different models for TRPs
Conclusion

For evaluation of AI/ML based positioning, suspend the discussion on intra-site (or zone-specific) variations until concepts and channel model construction not in TR38.901 (e.g., “intra-site” or “zone”) are clarified under AI 9.2.1.
· Note: An individual company can still submit evaluation results for intra-site variation.

Conclusion

For evaluation of AI/ML based positioning, the sampling period is selected by proponent companies. Each company report the sampling period used in their evaluation. 

Agreement
For evaluation of AI/ML assisted positioning, the following intermediate performance metrics are used:

· LOS classification accuracy, if the model output includes LOS/NLOS indicator of hard values, where the LOS/NLOS indicator is generated for a link between UE and TRP;

· Timing estimation accuracy (expressed in meters), if the model output includes timing estimation (e.g., ToA, RSTD).

· Angle estimation accuracy (in degrees), if the model output includes angle estimation (e.g., AoA, AoD).

· Companies provide info on how LOS classification accuracy and timing/angle estimation accuracy are estimated, if the ML output is a soft value that represents a probability distribution (e.g., probability of LOS, probability of timing, probability of angle, mean and variance of timing/angle, etc.)
R1-2210386
R1-2208399
Evaluation of AI/ML for Positioning Accuracy Enhancement
Ericsson

R1-2208433
Evaluation on AI/ML for positioning accuracy enhancement
Huawei, HiSilicon

R1-2208525
Evaluation on AI for positioning enhancement
ZTE

R1-2208638
Evaluation on AI/ML for positioning accuracy enhancement
vivo

R1-2208772
Evaluation on AI/ML for positioning accuracy enhancement
China Telecom

R1-2208854
Evaluation methodology and preliminary results on AI/ML for positioning accuracy enhancement


OPPO

R1-2208882
On Evaluation of AI/ML based Positioning
Google

R1-2208903
Evaluation on AI/ML for positioning accuracy enhancement
LG Electronics

R1-2208971
Evaluation on AI/ML for positioning enhancement
CATT

R1-2209015
Discussions on evaluation of AI positioning accuracy enhancement
Fujitsu

R1-2209124
Discussion on AI/ML Positioning Evaluations
Lenovo

R1-2209234
Some discussions on evaluation on AI-ML for positioning accuracy enhancement
CAICT

R1-2209281
Evaluation on AI/ML for positioning accuracy enhancement
xiaomi

R1-2209332
Discussion on evaluation on AI/ML for positioning accuracy enhancement
CMCC

R1-2209371
Evaluation of ML for positioning accuracy enhancement
Nokia, Nokia Shanghai Bell

R1-2209484
Evaluation on AI/ML for positioning accuracy enhancement
InterDigital, Inc.

R1-2209510
Evaluation on AI/ML for positioning accuracy enhancement
MediaTek Inc.

R1-2209537
Evaluation on AI/ML for positioning accuracy enhancement 
Faunhofer IIS, Fraunhofer HHI

R1-2209580
Evaluation on AI/ML for positioning accuracy enhancement
Apple

R1-2209615
Evaluation of AI/ML based positioning accuracy enhancement
Rakuten Symphony

R1-2209629
Evaluation of AI and ML for positioning enhancement
NVIDIA

R1-2209726
Evaluation on AI ML for Positioning
Samsung

R1-2209980
Evaluation on AI/ML for positioning accuracy enhancement
Qualcomm Incorporated
9.2.4.2 Other aspects on AI/ML for positioning accuracy enhancement

Including finalization of representative sub use cases (by RAN1#111) and discussions on potential specification impact.

[110bis-e-R18-AI/ML-07] Email discussion on other aspects of AI/ML for positioning accuracy enhancement by October 19 – Huaming (vivo)

· Check points: October 14, October 19

Conclusion
· Defer the discussion of prioritization of online/offline training for AI/ML based positioning until more progress on online vs. offline training discussion in agenda 9.2.1.

Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement

· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement

· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.

· Model capability, e.g., positioning accuracy quality and model inference latency

· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects

· Assistance signaling and procedure at least for UE-side model

· Report/feedback and procedure at least for Network-side model

· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity

· Entity to perform the model monitoring is not the same entity for model inference

· Note2: other aspects are not precluded
R1-2210427
R1-2208400
Other Aspects of AI/ML Based Positioning Enhancement
Ericsson

R1-2208434
Discussion on AI/ML for positioning accuracy enhancement
Huawei, HiSilicon

R1-2208526
Discussion on other aspects for AI positioning enhancement
ZTE

R1-2208551
Discussion on other aspects on AIML for positioning accuracy enhancement
Spreadtrum Communications

R1-2208639
Other aspects on AI/ML for positioning accuracy enhancement
vivo

R1-2208855
On sub use cases and other aspects of AI/ML for positioning accuracy enhancement
OPPO

R1-2208883
On Enhancement of AI/ML based Positioning
Google

R1-2208904
Other aspects on AI/ML for positioning accuracy enhancement
LG Electronics

R1-2208972
Discussion on AI/ML for positioning enhancement
CATT

R1-2209016
Discussions on sub use cases and specification impacts for AIML positioning
Fujitsu

R1-2209097
Discussion on AI/ML for positioning accuracy enhancement
Sony

R1-2209125
AI/ML Positioning use cases and Associated Impacts
Lenovo

R1-2209147
Other aspects on AI/ML for positioning
NEC

R1-2209235
Discussions on AI-ML for positioning accuracy enhancement
CAICT

R1-2209282
Views on the other aspects of AI/ML-based positioning accuracy enhancement
xiaomi

R1-2209333
Discussion on other aspects on AI/ML for positioning accuracy enhancement
CMCC

R1-2209372
Other aspects on ML for positioning accuracy enhancement
Nokia, Nokia Shanghai Bell

R1-2209485
Designs and potential specification impacts of AIML for positioning
InterDigital, Inc.

R1-2209538
On potential specification impact of AI/ML for positioning
Faunhofer IIS, Fraunhofer HHI

R1-2209581
Other aspects on AI/ML for positioning accuracy enhancement
Apple

R1-2209616
Discussion on AI/ML for positioning accuracy enhancement
Rakuten Symphony

R1-2209630
AI and ML for positioning enhancement
NVIDIA

R1-2209727
Representative sub use cases for Positioning
Samsung

R1-2209900
Discussion on AI/ML for positioning accuracy enhancement
NTT DOCOMO, INC.

R1-2209981
Other aspects on AI/ML for positioning accuracy enhancement
Qualcomm Incorporated
