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Background
  In RAN Plenary #94, 3GPP has agreed to study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, including following objectives [1]:

AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate


Based on the objective, it is necessary to discuss framework of AI/ML application. In RAN1 #109-e meeting, the following agreement has been made for AI/ML collaboration level:

Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

Also in RAN1 #110 meeting, regarding boundary of x and z, there was a discussion about definition of model delivery:

Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



Note:
Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.
In this paper, we discuss details of collaboration levels and give proposals for further clarification of each level.


Discussion on categorization of collaboration level of AI/ML usage in Air Interface.
 In Table 1, we describe our understanding of the features for each collaboration level. 

Table 1 Collaboration level category 

	Collaboration Level Category
	Collaboration 
	Network role

	UE role

	Potential information exchanged between UE and network

	Level x:
Implementation
	AI/ML is fully implementation based 
	Implementation specific Built in AI/ML Models
	Implementation specific Built in AI/ML Models
	None

	Level y:
Information exchange

	AI/ML usage without Model transfer.

Information exchange between gNB and UE for AI/ML usage.

Model Training at gNB or UE.
	Update AI/ML Model/inference & related parameters.

Provide AI/ML model/inference tuning parameters to UE.

Model training at gNB.
	Update AI/ML Model /Inference & related parameters.

Provide parameters for tunning of AI/ML at gNB.

Model training at UE
	- Model assistance information
- Model parameter 
- Inference updates from UE to gNB and vice versa
- Model performance information from UE to gNB

	Level z:
Model Exchange

	Model exchange between gNB and UE.
Model update from external repository.
	Transfer AI/ML model to UE.
Update or download new models from repository.
	Transfer AI/ML model to gNB.
Download model from gNB.
Update or download new models from repository.
	- Information for Level y
- Information useful to identify a model to download to UE
- AI/ML model data
- 



Level x: No collaboration
Since there is no message signalling necessary to conduct this collaboration level, this level of AI/ML application can be studied only for feasibility purpose.

Level y: Signalling-based collaboration without model transfer
In this collaboration level, various kinds of information exchange can be considered. Regarding the actual information shared between network and UE, multiple types of information can be assumed:

a. AI/ML assistant information
i. Parameter(s) for tuning AI/ML model/inference
ii. Parameter(s) to control AI/ML functionality application
b. Indication of the necessity to update the AI/ML model

Our understanding of the agreed categorization is to classify the impact of standardization in terms of signaling specification. In order to discuss necessary signaling further for Level y, it is necessary to clarify what kinds of collaborations are included in this collaboration level. In our understanding, in level y, the following collaborations are included:

Level y-1: NW based AI/ML application
All of the AI/ML related functionality is on NW except for measurement function at UE side. UE may report necessary measurement information to NW.

Level y-2: Dual-sided AI/ML application
Both NW and UE play some parts of role for AI/ML operations, including learning, inference, model management and so on. Details and feasibility of this level should be studied further.

Level y-3: UE based AI/ML application
All of the AI/ML related functionality is on UE except for some measurement function at NW side. NW may indicate necessary measurement information to UE. 


Level z: Signalling-based collaboration with model transfer
In this level, NW can manage the model UE uses for AI/ML operation. Learning can be done mainly at NW side and resulting updated model can be sent to UE. Operation with opposite direction is also possible from technical perspective. In our opinion, the first priority of this collaboration level is to specify the interaction between network and UE about management of the AI/ML models, which are aligned with common data format. Based on the common data format, 3GPP can discuss how to manage model parameters, how to conduct model update, how to inform of necessary assistant information.

On the other hand, there is possibility to download the 3rd party AI/ML model from the internet to UE or a network node. In that case, management of such AI/ML model is not possible from 3GPP network, but 3GPP may provide only framework to download models or trigger model update based on configured KPI degradation. However, in this case, model management cannot be performed in a detailed manner, and most of the part is up to implementation of the node AI/ML model is downloaded from.

For the purpose of discussion of signalling necessary for AI/ML collaboration, the deployment of AI/ML functionality should be defined at least to decide the direction of signaling. Therefore, we consider the above further classification of the collaboration level y is beneficial for future discussion.


Proposal 1 
Further clarification of the AI/ML collaboration Level y includes:
· Level y-1: NW based AI/ML application
· Level y-2: Dual-sided AI/ML application
· Level y-3: UE based AI/ML application

Proposal 2
For collaboration level z, it is recommended to assume a set of common model data formats in order to discuss how to identify the model to download.

Observation 1
For collaboration level z, if a 3rd party AI/ML model, which is not considered in 3GPP, is considered, only high-level framework to manage the model can be discussed.

Proposal 3
For collaboration level z, controllable model parameters should be aligned with collaboration level y.

Proposal 4
Regarding boundary between Level y and z, from RAN1 perspective, just for discussion purpose, classify depending on whether the use case involves model delivery or not, where the definition of model delivery is kept as defined in the working assumption in RAN1#110.


Conclusion
 In this contribution, we discussed about AI/ML framework. Proposals are summarized as follows:

Proposal 1 
Further clarification of the AI/ML collaboration Level y includes:
· Level y-1: NW based AI/ML application
· Level y-2: Dual-sided AI/ML application
· Level y-3: UE based AI/ML application

Proposal 2
For collaboration level z, it is recommended to assume a set of common model data formats in order to discuss how to identify the model to download.

Observation 1
For collaboration level z, if a 3rd party AI/ML model, which is not considered in 3GPP, is considered, only high-level framework to manage the model can be discussed.

Proposal 3
For collaboration level z, controllable model parameters should be aligned with collaboration level y.

Proposal 4
Regarding boundary between Level y and z, from RAN1 perspective, just for discussion purpose, classify depending on whether the use case involves model delivery or not, where the definition of model delivery is kept as defined in the working assumption in RAN1#110.
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Appendix: Terminology assumption


Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function




Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIsNote: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



Note:
Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.
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