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Introduction
Other aspects of AI/ML based beam management were discussed in RAN1 #110 were discussed and the following agreements and conclusions were taken [1]. In this contribution, we continue discussing other aspects of AI/ML based beam management. 

	Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded
Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side.
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.

Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.


Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded

Agreement
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded
Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output




Discussion

The two use cases for AI/ML based beam management that are under consideration in RAN1 are spatial domain and temporal domain beam prediction. Beam prediction can be made for Set A of beams based on measurement results for Set B of beams; in temporal prediction more than one historic measurement of Set B are taken.

The two options for determining the relationship between Set A and Set B are: 
1. Set B is a subset of Set A, or 
2. Set A and Set B are different. 

A sample use case for option 1 is determining the best K CSI-RS beams using measurements of a subset of the beams. A sample use case for option 2 is determining the best CSI-RS narrow beams from a set of wide SSB beam measurements. We think both options can be useful in different scenarios depending on the prediction performance. For example, if best CSI-RS beam(s) can be predicted from SSB beams with good accuracy, significant resource overhead reduction may be realized as the gNB may not need to transmit CSI-RS or the CSI-RS do not need to be measured at the UE. On the other hand, the CSI-RS resource overhead can still be reduced with option 1 since a small number of beams can be transmitted and/or measured at the UE.  One point to consider when comparing the two options is their performance with temporal beam prediction. When temporal and spatial prediction are performed together, the performance gap between the two options should be investigated. 

To conclude, both options can be useful in different scenarios and can provide varying trade-off between resource overhead, complexity, and prediction accuracy.  If the AI/ML based beam management framework is designed in a flexible way, the gNB should be able to configure one or the other option. 

In [2], it is shown that the accuracy of predicting the best K beams (e.g., K = 4) in the spatial domain is much higher than the accuracy of predicting the best beam. So, a two-step beam management framework is proposed where conventional beam management is used to determine the best beam out of the K best beams predicted by the AI/ML model. The same approach can be used for temporal beam prediction. In temporal beam prediction, since historic measurements are used to predict the future beams, a time window should be defined in which the respective measurements are taken. This approach is illustrated in diagram in Figure 1 (the number of measurements and predictions are for illustration purposes only).
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[bookmark: _Ref110935440]Figure 1 Two-step beam management example with temporal beam prediction


Proposal 1: Consider a two-step beam management procedure where legacy beam management mechanism is used to choose the best beam from a set of beam recommendations from the AI/ML model.

One important design consideration is the level of collaboration between the gNB and the UE which naturally depends on which node runs the AI/ML model. If the AI/ML functionality is on the gNB side, feedback overhead should be considered. The overhead can be reduced by measuring a subset of the reference signals and feeding back the results of these measurements. If the AI/ML functionality is on the UE side, the UE can predict the best beam(s) and use the existing CSI reporting framework to inform the gNB. One potential challenge for this case is the computational complexity. We note that some of the AI/ML models are quite simple and more and more UEs are now being built with chips designed to efficiently run AI/ML algorithms. So, it can be argued that both approaches have specific benefits and should be considered. 

As for joint AI/ML, it is not clear how much additional benefit joint operation can provide. If promising results with acceptable overhead/complexity can be shown, joint AI/ML can also be considered; however, we believe it is more appropriate to focus on single sided AI/ML first and consider more advanced schemes later.

Proposal 2: Single sided AI/ML (at the gNB side or the UE side) should be considered as baseline.
Conclusion

Several other aspects on AI/ML for beam management have been discussed in this contribution and the following are proposed:

Proposal 1: Consider a two-step beam management procedure where legacy beam management mechanism is used to choose the best beam from a set of beam recommendations from the AI/ML model.

Proposal 2: Single sided AI/ML (at the gNB side or the UE side) should be considered as baseline.
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