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1． Introduction

Study item regarding artificial intelligence/machine learning for NR air interface has been approved, with the main goal which is AI/ML-based algorithms for enhanced performance along with reduced complexity/overhead. In this contribution, we would like to share the experiment result with GRU (Gated recurrent units) based on the dataset (HitoryCSI_12_FutureCSI_5_1RB_continuous) offering by VIVO [1]. 

Proposal1: Consider RNN series machine learning model (RNN, LSTM,GRU.etc) for historical CSI prediction. 

2． Methodology 
2.1 Model Structure

As description in details regarding machine learning model and data processing procedure being encouraged since RAN1#109-e, we share the mechanism of the model in this section. Essentially, settings regarding GRU class mainly following Tensorflow&Keras. For instance, arguments such as activation = hyperbolic tangent, recurrent_activation = sigmoid, glorot_uniform as initializer for initial kernel weight matrix for linear transformation of the inputs, orthogonal as recurrent_initializer for initial kernel weight matrix in recurrent state.etc. On the other hand, technique background such as input&output for Reset&Updata gate are following the original idea along with mathematic formulations. Basic structure of GRU mainly refer as Figure1 below (Dive into Deep Learning - Aston Zhang) [2] 
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Figure1 Hidden state [2]

Proposal2: In order to shorten the developing period. At least until machine learning approach for NR air interface starting as work item, method regarding model implementation are decide by companies.

2.2 Dataset&Processing
2.2.1 Overview
HitoryCSI_12_FutureCSI_5_1RB_continuous offering by VIVO showing as Figure2, and some model related hyper-parameter settings are showing as Table1 below
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								Figure2 Dataset

	Train_ratio
	0.75

	Hidden_size
	32

	Input_size
	64

	Output_size
	64

	N_iteration
	5000

	Batch_size
	128

	N_steps
	256


								Table1 parameter settings

Proposal3: Parameter settings are decide by the companies. We encourage the companies to report multiple combinations for better observation. 

2.2.2 Data Division&Training
Different with VIVO previous processing procedure (12:5), we divide data with (16:1) aims to use 16 data block to predict the next single coming block. Therefore. The shape of X_train/Y_train, X_test/Y_test are (11985, 16, 64) (11985, 1, 64) (3995, 16, 64) (3995, 1, 64). After a total 53 epoch of training. Loss and MSE showing as Figure3 and summary of the model showing as Figure4. There are total 11520 parameters and due to there are no pre_training/Fine tuning case exist, all parameters are trainable.
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									Figure3 Epoch
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Figure4 Summary 

After visualize the output, result shows that distribution of predicted value concentrate within the scale of -0.5 to 0.5 regardless the original distribution are far more widely. Which is around -1.5 to 1.5. In a personal perspective, it may cause by the gradient vanishing problem and we still working on to figure it out. Comparatively, we also test RNN case with the same parameter settings and understand that in RNN case the value distribution are in an even more small scale.

Proposal4: In order to clarify and explain the result. Companies are encourage to replicate the procedure and observe the results.

Proposal5: In order to clarify and explain the result. XAI techniques should also being introduced into agenda 9.2.
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Figure5 Visualization 

3． Conclusion 

In this contribution, we use GRU (Gated recurrent unit) to processing the dataset (HitoryCSI_12_FutureCSI_5_1RB_continuous) offering by VIVO. The predicted results somehow concentrated into a scale of -0.5 to 0.5 regardless the variance of the true value have a more widely scope. We still working on justify the model and parameter settings along with dataset division, etc. For the purpose of better result.



Proposa1: Consider RNN series machine learning model (RNN, LSTM,GRU.etc) for historical CSI prediction. 

Proposal2: In order to shorten the developing period. At least until machine learning approach for NR air interface starting as work item, method regarding model implementation are decide by companies.

Proposal3: Parameter settings are decide by the companies. We encourage the companies to report multiple combinations for better observation. 

Proposal4: In order to clarify and explain the result. Companies are encourage to replicate the procedure and observe the results.

Proposal5: In order to clarify and explain the result. XAI techniques should also being introduced into agenda 9.2.
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Model: “"sequential”

Layer (type) Output Shape
gru (GRU) (None,
dense (Dense) (None, 64)
Total param

Trainable params:
Non-trainable params

gru_input
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