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Introduction
[bookmark: _Hlk115101442]In RAN1#110 [1], a few agreements and conclusions were reached corresponding to AI/ML-based CSI enhancement, focusing on sub-use cases supported for further study, as well as AI/ML model details including collaboration level, CSI generation and assistance signaling. Concretely, the following was agreed in RAN1#109-e.
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 

Conclusion
CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 

Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  



Moreover, the following conclusions were reached in RAN1#110 as part of discussions in agenda 9.2.2.1
	Conclusion
If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, consider CSI prediction involving temporal domain as a starting point.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for evaluation,
· 100% outdoor UE is assumed for UE distribution.
· FFS: whether to add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles
· UE speed is assumed for evaluation with 10, 20, 30, 60, 120km/h
· Note: Companies to report the set/subset of speeds
· 5ms CSI feedback periodicity is taken as baseline, while other CSI feedback periodicity values can be reported for the EVM

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, companies are encouraged to report the details of their models for evaluation, including:
· The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
· The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
· The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded


In this contribution document, we further discuss our views on the potential sub-use cases of AI/ML for CSI feedback in light of the agreement and conclusions reached in the previous meeting. Moreover, we discuss our views on key aspects of AI/ML-based CSI feedback in terms of the potential specification impact.
Scope of agenda item for further aspects of AI/ML for CSI feedback
In RAN1#109-e [2], it was decided by the RAN WG1 chairman to split the study on AI/ML for CSI feedback into two agendas: the first agenda item discussing the potential AI/ML model framework for CSI feedback, whereas the second agenda item would focus on sub-use cases of AI/ML for CSI feedback, as well as the potential specification impact corresponding to these sub-use cases. In our opinion, the discussions in RAN1#109-e and RAN1#110 do not abide to the categorization set by the chairman. For example, in agenda 9.2.2.1 discussion some conclusions were made that are conditioned on the support of CSI prediction, although it has not yet been supported as a sub-use case in agenda 9.2.2.2. On the other hand, CSI compression model details including collaboration level, CSI generation model and performance monitoring are being discussed in agenda 9.2.2.2, although they should be discussed in agenda 9.2.2.1 (or agenda 9.2.1). We respectfully suggest that the chair of AI/ML study agenda creates a joint session for all AI/ML sub-agenda items at the beginning of RAN1#110 proceedings to clarify the discrepancy between issues to be discussed in each sub-agenda, to avoid having parallel discussions on the same issue across sub-agendas and prevent potential conflicts in agreements/conclusions across the sub-agendas. 
Further clarification on the categorization of the AI/ML for NR air interface is made by the chair to avoid potential conflicts in agreements/conclusions across the AI/ML sub-agendas
Sub-use Cases for AI/ML-based CSI feedback enhancements
As described in the Rel-18 SID for AI/ML [3], the potential objectives illustrated for CSI enhancements are overhead reduction, improved accuracy, and prediction. Also, it was concluded in RAN1#110 that CSI-RS configuration for overhead reduction, as well as resource allocation for scheduling are not to be selected as representative sub-use cases for CSI feedback enhancement use case. In the sequel, we discuss the remaining potential sub-use cases in light of the agreements and conclusion of RAN1#109-e and RAN1#110, as follows
3.1 Spatial-frequency domain CSI compression
In RAN1#109-e, it was agreed to study spatial-frequency domain CSI compression using two-sided AI model as a potential sub-use case of AI/ML for CSI feedback. While we agree with studying the spatial-frequency domain CSI compression sub-use case, we believe the study should not be limited to two-sided AI models at this early stage of the discussion, especially that no sufficient simulation or analytical results are available yet to support such restriction. For instance, one-sided AI models can provide a good baseline with less specification impact, compared with two-sided AI models. In our opinion, a new agreement is needed that is transparent with respect to the AI model detail. Details of the AI model, e.g., whether one-sided or two-sided model, should be deferred for discussion in agenda 9.2.2.1 
The study of spatial-frequency domain CSI compression using AI/ML should not be restricted to two-sided models in this stage, with one-sided models considered at least as a baseline for study
Decisions on the underlying AI model should be discussed in agenda 9.2.2.1 based on simulation and analytical results 
3.2 Temporal-spatial-frequency domain CSI compression
In RAN1#109-e, it was concluded to further study whether temporal-spatial-frequency domain CSI compression is included as a sub-use case of AI/ML for CSI feedback. Clearly, the problem of spatial-frequency domain CSI compression is an extension of spatial-frequency domain CSI compression, and hence it is preferred to prioritize spatial-frequency domain CSI compression, to avoid overlap in the study efforts. Moreover, another potential sub-use case corresponding to AI-based CSI prediction is also strongly related to the temporal compression part of the temporal-spatial-frequency domain CSI compression, and hence it is preferred to study only one of the two aforementioned sub-use cases. Therefore, our preference is not to study temporal-spatial-frequency domain CSI compression until the outcome of the study of spatial-frequency domain CSI compression is determined
Only one of the temporal-spatial-frequency domain CSI compression sub-use case and the CSI prediction sub-use case is considered for further study
The study of temporal-spatial-frequency domain CSI compression is deprioritized 
3.3 CSI accuracy improvement
Based on discussions in the previous NR releases corresponding to specifying new PMI codebooks and CSI feedback frameworks, the performance of different codebooks has been assessed based on the tradeoff between throughput and CSI feedback overhead. Adopting such joint objective (Increasing throughput and/or reducing CSI feedback overhead) provides more insight compared with comparing the throughput and overhead of each scheme separately, since the throughput-overhead tradeoff curve reveals the throughput gain (loss) corresponding to adding (removing) CSI feedback bits corresponding to a given scheme. In light of that, we prefer to merge CSI feedback overhead reduction and CSI throughput enhancement into one sub use-case.   
CSI feedback overhead reduction and CSI accuracy improvement objectives are not to be treated in isolation, but into one sub use-case of CSI compression enhancement   
3.4 CSI prediction
One sub use-case in which AI can be useful is CSI prediction, e.g., estimating a subset of CSI parameters corresponding to time slot t + t0, based on CSI measured at time slot t. Such use case would be beneficial for scenarios where UEs are moving with moderate/high speed, in which conventional CSI measurement/feedback approaches may be inefficient, e.g., in highways, high-speed trains. Note that PMI, RI, and CQI report quantities can be considered as candidates for CSI report quantities that can be predicted using AI. We would also like to note that an agenda item that aims at studying CSI reporting enhancements for moderate/high speeds is being discussed as part of the MIMO agenda for Rel. 18 [4], and hence can be considered as a baseline for the study. Given that, we support AI-based CSI prediction as a representative sub-use case for CSI feedback enhancement use case. 
Support AI-based CSI prediction as a representative sub-use case for CSI feedback enhancement use case   
3.5 Joint CSI prediction and compression
We prefer evaluating CSI prediction and compression separately to avoid complicating evaluation and performance comparison. CSI prediction should be studied under a fixed spatial/frequency transformation approach, e.g., legacy spatial/frequency DFT-based transformation, whereas CSI spatial/frequency compression should be discussed for low Doppler scenarios, in which the channel is mostly invariant over the CSI measurement and reporting intervals. Otherwise, analyzing the performance can be very challenging, and the outcome of this study may cause conflict with the outcome of the study of each of CSI prediction study or CSI compression study, leading to ambiguity. Therefore, our preference is not to consider this study in Rel-18.
[bookmark: _Hlk100228640]Joint CSI prediction and compression is not considered as a representative sub-use case for CSI feedback enhancement use case
Specification impact for AI-based spatial-frequency CSI compression
[bookmark: _Hlk115108648]In this section, we discuss potential specification impact corresponding to AI/ML-based CSI feedback enhancement. Mainly, we discuss potential specification impact on AI model training mode, AI-based CSI reporting setting, AI-based CSI reporting, as well as a few other aspects of CSI framework. Hereafter, we mainly focus on the spatial-frequency CSI compression sub-use case, which has already been agreed to be studied in RAN1#109-e.
4.1 AI model training node
In RAN1#110, three training collaboration types were agreed to be further studied for CSI compression, as follows
· Type 1. Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2. Joint training of the two-sided model at network side and UE side, respectively.
· Type 3. Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
One advantage of both Type 2 and Type 3 training collaboration types is that they both maintain some AI model design privacy across UE and gNB sides, since the model is not explicitly shared across UE and gNB sides. Moreover, an important aspect that needs to be considered to ensure a fair comparison when studying the training collaboration types is whether the communication between gNB and UE sides during model training is happening over the NR air interface, or via proprietary signaling, e.g., between two nodes on the cloud. If the communication is assumed to be over the NR air interface, the communication overhead corresponding to the three training collaboration types needs to be carefully studied. On the other hand, if the communication is assumed to be based on proprietary signaling, the latency corresponding to such scheme needs to be taken into account. For instance, whether the latency of transmitting the training data set from one cloud node to another would impact the performance. 
Study the training collaboration types considering the communication overhead and/or the corresponding latency, based on whether the communication between gNB and UE sides during model training occurs over the NR air interface or via proprietary signaling
Considering of Type 1 collaboration level, one important aspect that needs to be studied is whether the model training is pursued at the UE side or at the network side. In our understanding, different assumptions exist on the means in which the model training is pursued, including simulation-based model training, or real-time model training based on channel measurement/reporting over the air interface. In this section, we focus on real-time model training, since simulation-based model training can be largely handled with marginal specification impact. In light of that, two alternatives are discussed/compared that differ in the node handling the AI-based model training, as follows
· The AI model is trained at the UE side. This alternative may appear reasonable since the UE would possess training data based on the received CSI-RS symbols based on legacy channel measurement framework. However, the memory and computational complexity requirements for this operation would be significant, since a new AI model should be re-trained whenever the environment changes, e.g., change of the UE location/orientation, LoS/NLoS, outdoor/indoor status
· The AI model is trained at the network side. One advantage of this approach is that the network is expected to possess significantly more power and computational capabilities compared with a UE, and hence can manage training the AI model, as well as store larger training datasets. Moreover, since most network nodes are assumed to be fixed, the environment with respect to the network node is expected to be static (from a perspective of a network node with a fixed location, orientation, and coverage area), and hence a similar AI model can be applicable to UEs within a specific region/area of the cell for a reasonable period of time. The one challenge with this approach is related to obtaining the training data at the network node, especially for FDD systems in which the UL/DL channel reciprocity may not hold. Note that under this setup, the overhead corresponding to feeding back the training data from the UE to the network should be considered as one of the metrics when assessing the efficiency of an AI/ML model. 
[bookmark: _Toc100923933][bookmark: _Toc100923999][bookmark: _Toc102128540][bookmark: _Toc102128587]Study the advantages/disadvantages of joint training at the UE side vs. joint training at the network side with Type 1 training collaboration 
One other issue to be discussed in case of network-based model training for FDD systems is the means of collecting the training data set, especially if real-time data is needed. Currently, one straightforward approach to collect the CSI training data in an FDD system is via legacy CSI feedback schemes, based on a CSI report configured by a CSI reporting setting. However, legacy CSI feedback is based on compressing the CSI to a transformed domain, i.e., the training dataset corresponds to compressed CSI, which would limit the performance of the AI model due to the distortion of the training dataset compared with raw CSI, i.e., CSI without transformed space/frequency/temporal dimensions. On the other hand, feeding back raw CSI requires significant overhead, which is also challenging to support. Given that, means of obtaining the training data (if needed) should be studied as part of this agenda
For FDD systems with network-based model training, study the means of feeding back the CSI training data from the UE to the network for FDD systems
4.2 CSI reporting setting 
In NR, a UE configured with feeding back a CSI report to the network is expected to receive a CSI reporting setting that identifies the CSI-RS resource(s) corresponding to channel/interference measurement, the report quantities that are expected to be measured by the UE based on the configured CSI-RS resource(s), the format(s)/codebook type corresponding to each of the configured reporting quantities, as well as the time-domain behavior of the CSI report(s) that are expected to be fed back by the UE. For AI/ML-based CSI reporting, enhancements to the CSI reporting configuration are needed for specification-dependent collaboration levels. Below we provide a few alternatives
· Alt1. Introduce a new reporting setting for AI/ML-based CSI feedback. This approach is more convenient in case a potentially supported AI-based CSI feedback scheme requires exchanging a significant number of AI/ML-based parameters, e.g., model transfer corresponding to exchanging AI model parameters. For instance, for a two-sided AI model based on an auto-encoder approach, exchanging the parameters corresponding to the decoder part, assuming the training is at the network side, should be signaled in a standalone AI-based configuration.
· Alt2. Reuse the CSI reporting setting framework. This alternative is more suitable for signaling channel-related configuration parameters that need to be shared with the UE to operate the AI/ML-based CSI compression. For instance, the shared information can be related to mapping/associating the compressed CSI feedback to the corresponding CSI report quantity, as well as information corresponding to the channel dimensions, as  well as the corresponding resolution in time/frequency. 
· Alt3. Use both a new reporting setting for AI/ML-based CSI feedback and an updated CSI reporting setting. This alternative can be used for an approach in which an AI/ML-based CSI feedback is supported in conjunction with a fallback scheme based on legacy CSI feedback. Similar to Alt1, AI/ML-based parameters would be reported in the new AI-based reporting setting, whereas channel-based parameters are reported as part of a modified CSI reporting setting. 
In our opinion, a selection of the alternative should be based on the design details of the AI/ML-based CSI compression scheme, and hence should be deferred until more details of the AI/ML-based spatial-frequency CSI compression scheme are clarified
[bookmark: _Toc100923938][bookmark: _Toc100924004][bookmark: _Toc102128546][bookmark: _Toc102128593]Study different alternatives of reporting the AI-based CSI framework configuration parameters based on the design details of the AI-based CSI compression framework 

4.3 CSI reporting
For potential scenarios in which the gNB and UE would share over-the-air information corresponding to AI/ML-based CSI feedback mechanism, the fields of a CSI report are expected to change compared with a conventional NR-based CSI report. Examples of such potential discrepancies are as follows,
· Whether feedback corresponding to AI-based CSI parameters would be classified as a CSI report, or a different report type, e.g., AI-based report. 
· Introducing a new codebook type corresponding to the AI-based CSI feedback report comprising PMI information, e.g., a Type-III codebook, to support an autoencoder scheme assuming a two-sided model.
· For a case where the UE is configured to feed back real training data of the CSI to the network, whether a CSI report includes CSI parameters corresponding to both training data and legacy PMI information.
· Introducing new CSI fields in the CSI report, as configured in the CSI reporting setting, e.g., AI-based auto-encoder/NN parameters. 
· Number of CSI report parts corresponding to AI-based CSI feedback, and the mapping order of CSI fields therein
· Signaling a computational complexity metric, e.g., number of CPUs, that quantifies measurements and/or computations corresponding to an AI-based CSI report, as well as the number of AI-based CSI reports that can be computed by the UE simultaneously across one (or all) CCs
· Signaling for sharing/acquiring information needed for the training phase, e.g., an indication of the measured CSI parameter values to enable training/updating the weights of CSI Auto-encoder.
[bookmark: _Toc100923939][bookmark: _Toc100924005][bookmark: _Toc102128547][bookmark: _Toc102128594]Study potential CSI feedback report content for AI-based CSI feedback under different network-UE collaboration levels  

4.4 Other aspects of CSI framework
In RAN1#110, the following remaining issues were discussed without reaching an agreement/conclusion:
· Model input type/dimension/configuration and potential post processing
· MIMO channel normalization methods, and associated specification impacts
· Quantization/dequantization method for the compressed CSI
· Performance monitoring, e.g., model performance monitoring, KPIs, assisted information, co-existence and fallback mechanisms between AI/ML mode and legacy non-AI/ML mode 
· Model LCM, e.g., model selection, model configuration, model activation/de-activation, model switching across various configurations
In our opinion, the discussion on the issues above strongly depends on the potential AI/ML model designs to be studied as part of 9.2.2.1 agenda, as well as the outcome of the study in agenda 9.2.2.2 with respect to supported sub-use cases and training collaboration levels. Therefore, we prefer to defer the discussion on the remaining aspects discussed in RAN1#110, until further clarity on the AI/ML-based CSI compression scheme is available 
Defer the discussion on the remaining aspects of CSI compression including model input, channel normalization, quantization/dequantization, performance monitoring and model LCM  until further progress is made on candidate AI/ML-based CSI compression scheme designs in agenda 9.2.2.1  
[bookmark: _Toc100923943]Conclusion
[bookmark: _Hlk100923477][bookmark: _Toc100924111][bookmark: _Toc100924138][bookmark: _Toc100924174]This contribution addressed AI/ML-based CSI feedback enhancements. We have the following proposals:
1. Further clarification on the categorization of the AI/ML for NR air interface is made by the chair to avoid potential conflicts in agreements/conclusions across the AI/ML sub-agendas
1. The study of spatial-frequency domain CSI compression using AI/ML should not be restricted to two-sided models in this stage, with one-sided models considered at least as a baseline for study
1. Decisions on the underlying AI model should be discussed in agenda 9.2.2.1 based on simulation and analytical results
1. Only one of the temporal-spatial-frequency domain CSI compression sub-use case and the CSI prediction sub-use case is considered for further study
1. The study of temporal-spatial-frequency domain CSI compression is deprioritized
1. CSI feedback overhead reduction and CSI accuracy improvement objectives are not to be treated in isolation, but into one sub use-case of CSI compression enhancement
1. Support AI-based CSI prediction as a representative sub-use case for CSI feedback enhancement use case
1. Joint CSI prediction and compression is not considered as a representative sub-use case for CSI feedback enhancement use case
1. Study the training collaboration types considering the communication overhead and/or the corresponding latency, based on whether the communication between gNB and UE sides during model training occurs over the NR air interface or via proprietary signaling
1. Study the advantages/disadvantages of joint training at the UE side vs. joint training at the network side with Type 1 training collaboration
1. For FDD systems with network-based model training, study the means of feeding back the CSI training data from the UE to the network for FDD systems
1. Study different alternatives of reporting the AI-based CSI framework configuration parameters based on the design details of the AI-based CSI compression framework
1. Study potential CSI feedback report content for AI-based CSI feedback under different network-UE collaboration levels
1. Defer the discussion on the remaining aspects of CSI compression including model input, channel normalization, quantization/dequantization, performance monitoring and model LCM  until further progress is made on candidate AI/ML-based CSI compression scheme designs in agenda 9.2.2.1
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